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Abstract

A salient goal of spectral imaging is to record a so-callegdngpectral data-cube,

consisting of two spatial and one spectral dimension. Ti@dhl approaches are based
on either time-sequential scanning in either the spatiaparctral dimension: spatial

scanning involves passing a fixed aperture over a scene imamaer of a raster scan

and spectral scanning is generally based on the use of aderfdeer, where typically

a series of narrow-band images of a fixed field of view are sx@band assembled into

the data-cube. Such techniques are suitable only when é&me $¢ question is static or

changes slower than the scan rate.

When considering dynamic scenes a time-resolved (snapspetyral imaging
technique is required. Such techniques acquire the whadealdoe in a single measure-
ment, but require a trade-off in spatial and spectral réswiu These trade-offs prevent
current snapshot spectral imaging techniques from acigeresolutions on par with
time-sequential techniques. Any snapshot device needav® &n optical architecture
that allows it to gather light from the scene and map it to teeedtor in a way that
allows the spatial and spectral components can be de-rexkig to reconstruct the data-
cube. This process results in the decreased resolutioraptbnt devices as it becomes
a problem of mapping a 3D data-cube onto a 2D detector. Ther slidume of data
present in the data-cube also presents a processing a®llearticularly in the case of
real-time processing.

This thesis describes a prototype snapshot spectral imatgvice that employs
a random-spatial-access technique to record spectra moly the regions of interest
in the scene, thus enabling maximisation of integratioretamnd minimisation of data
volume and recording rate. The aim of this prototype is to aiestrate how a particular
optical architecture will allow for the effect of some of thBove mentioned bottlenecks
to be removed. Underpinning the basic concept is the fattithall practical scenes
most of the spectrally interesting information is contdime relatively few pixels. The
prototype system uses random-spatial-access to multiphtsoin the scene considered
to be of greatest interest. This enables time-resolved fegblution spectrometry to be
made simultaneously at points across the full field of view.

The enabling technology for the prototype was a digital onairror device (DMD),
which is an array of switchable mirrors that was used to era@tvo channel system. One
channel was to a conventional imaging camera, while ther etlas to a spectrometer.
The DMD acted as a dynamic aperture to the spectrometer arld be used to open
and close slits in any part of the spectrometer aperture.imibging channel was used
to guide the selection of points of interest from the scenen eAtensive geometric
calibration was performed to determine the relationshigsvben the DMD and two
channels of the system.



Two demonstrations of the prototype are given in this thesthynamic biological
scene and a static scene sampled using statistical samphtigods enabled by the
dynamic aperture of the system. The dynamic scene consi$teztl blood cells in
motion and also undergoing a process of de-oxygenationhm@sulted in a change
in the spectrum. Ten red blood cells were tracked acrossddieesand the expected
change in spectrum was observed. For the second exampledtiotype was modified
for Raman spectroscopy by adding laser illumination, a nalreample was scanned and
used to test statistical sampling methods. These methqalsied the re-configurable
aperture of the system to sample the scene using blind rasdomling and a grid based
sampling approach. Other spectral imaging systems haveed figerture and cannot
operate such sampling schemes.



Contents

List of Figures %
List of Tables viii
List of Acronyms IX
Acknowledgments X
Declaration Xi
1 Introduction 1
1.1 Introduction . . . . . . . . . ... 1
1.2 Spectral ImagingOverview . . . . . . . . . . . ... 3
1.2.1 Spectral Imaging: Limitations and Bottlenecks 4
1.3 Hyperspectral Data Acquisition. . . . . . .. .. ... ... .... 7
1.3.1 Time-sequential Spectrallmaging . . . ... .. ........ 8
1.3.2 Time-resolved SpectralImaging . . . . ... .. .. ...... 01
1.4 Hyperspectral Data Analysis . . . .. ... ... ... ........ 19
1.4.1 Hyperspectral Image Classification . . .. .. ......... 0 2
142 SpectralUnmixing . . .. .. ... .. .. ... ........ 21
1.5 Motivation for Random Access Spectral Imaging 25
1.6 Random-accesssampling . . . .. ... .. ... ... ... ...... 25
1.7 Multi-object spectrometers . . . . . . .. ... L. 26
1.8 Digital Micromirrordevice . . . . .. .. .. ... .. ... 29
1.8.1 DMD Applications . . . . .. .. .. ... .. ... .. ..., 30
1.8.2 DMD Multi-object spectrometers . . . . ... ... ... ... 32
1.9 RASIDesignParameters . . .. .. .. ... ... .. .. .. ... 33
1.10 ThesisOutline . . . . . . . . . .. . . 34
2 Instrument Concept and Design 35
2.1 Introduction . . . . . . . . .. 35
2.2 Systemoverview . . . . ... e 35



Contents

2.3 Specular reflection properties . . . . . .. ... . Lo 37
2.4 Fieldof Viewand Etendue . . . . . ... ... ... L. 39
2.5 Telecentric lenses, off-axis alignment and systemuayo . . . . . . . 42
251 Telecentriclenses . . . . . ... ... . ... .. .. ... ... 42
2.5.2 Off-axis imaging and the Scheimpflug condition . . . ..... 43
2.5.3 On-axisvs. off-axis illuminationlayouts . . . . ... .. .. 45
2.6 DMDdiffraction . . . . ... .. ... .. 46
2.7 Spectrometer . . . . . . ... e e 47
2.8 Optical throughput . . . . . ... .. .. ... .. .. ... ... 50
2.9 Zemaxmodel . . . .. ... 50
2.10 ChapterSummary . . . . . . . . . e e 53
3 Experimental realisation 54
3.1 Introduction . . . . . . . ... 54
3.2 Systemoverview . . . ... e e 54
3.2.1 Digital micromirrordevice . . . . . . ... ... ... 55
3.2.2 Telecentriclenses . . . . . ... .. .. ... ... ... 56
3.2.3 Spectroscopy components . . . . ... ... 57
3.3 CoreRASIconstruction. . . . . . ... .. ... 58
3.3.1 Custom MicroscopeforRASI . . . ... ... ... ...... 58
3.4 Imagingarmparameters . . . . . . . . .. ... 60
3.4.1 Geometriccalibration. . . . ... ... . ... ... ... .. 60
3.4.2 Image orientation, correctionandcontrast . . . . . ...... . 62
3.5 Spectroscopy channel parameters . . . . . ... ... ... ..... 64
3.5.1 Geometric and wavelength calibration . . . . . . ... . ... . 64
3.5.2 Spectrallinewidth . . . ... ... ... ... ......... 75
3.6 Straylightanalysis . . .. .. ... ... .. .. .. ... .. 77
3.6.1 Sourcesofscatter . . . ... ... .. ... 77
3.6.2 Straylightanalysis . . . .. ... .. ... .. ......... 78
3.6.3 Spectralcrosstalk . . . .. ... ... ... o L. 79
3.6.4 Straylightcorrection . . . . .. .. ... ... .. ....... 79
3.7 Signalto noise considerations . . . . .. ... ... ... 80
3.8 Chaptersummary . . . . . . . . . . . e 82



Contents

4 Demonstration of RASI 83
4.1 Introduction . . . . . . . .. 83
4.2 Coreoperation . . . . . . . . .. e e 83
4.3 Redblood cell experiment . . . . ... ... ... ... ... ..., 85
4.3.1 Redbloodcellbackground . . . ... ... ........... 86
4.3.2 RBCabsorption. . .. ... ... ... ... ... .. ... .. 87
4.4 Dynamic spectral imagingof RBCs . . . . .. ... ... .. ..... 91
441 Trackingalgorithm . . . . .. ... ... ... ... .. .. 91
4.4.2 De-oxygenatingRBCs . . ... .. ... ... ......... 93
4.4.3 Aperture consideration . . . . ... ... oL 93
4.4.4 Samplepreparation . . . . .. ... . oo 95
445 Experimental procedure . . . ... . ... ... ... 96
44.6 Datapostprocessing . . . . . . . . i i 96
4.47 Spectralunmixinganalysis . . . . .. ... ... oL 010
4.4.8 Discussion of red blood cell experiment . . . . . ... ... 103
4.5 Spectral overlap in the spectrometer detectorplane . ... .. .. 104
451 Subtraction . . . ... ... 106
4.5.2 Linearmixingmodel . . . .. ... ... oL 106
4.5.3 Demonstration of spectral overlap correction . . . ...... . 108
4.5.4 Spectral Overlap discussion . . . . . .. ... ... ...... 910
4.6 Chaptersummary . . . . . . . . i i i e 110
5 Raman spectroscopy and alternative spatial sampling metids 112
5.1 |Introduction . . . . . . . . . . ... 112
52 TheRamaneffect . . . . . . ... ... . . ... ... . 112
5.2.1 Background of the Ramaneffect . . . ... ... ........ 112
5.2.2 Description of the Ramaneffect . . . .. ... ......... 113
5.2.3 Ramanspectrometers . . . . .. ... ... ... 115
5.3 Raman hyperspectralimaging . . . .. .. ... .. ... ......| 6 11
54 RamanRASI . . .. ... . . 117
5.4.1 Modeling of the global illumination . . . .. ... ... ... 119
542 Filters . . . . . . 124



Contents

5.4.3 Experimentalalignment . . ... .. ... ........... 125
5.5 Example Ramanspectrum . . ... ... ... ... .. ... ..., 126
5.6 Different Sampling approaches . . . . . . .. ... ... ... ... 128
5.6.1 Testcaseoverview . . . . . . . . . .. ... 129
5.6.2 Blindrandomsampling. . . . ... ... ... .. ....... 131
5.6.3 Systematic samplingapproach . . . . ... ... ....... 3 13
5.6.4 Overview of samplingmethods . . ... ............ 135
5.7 Chaptersummary . . . . . . . . . e e e 135
6 Conclusions 137
6.1 ThesisSummary . .. ... . . . . . . . . e 137
6.2 Recommendations for futurework . . . . ... ... ... ... L. 391
References 140



11
1.2
1.3
1.4
15
1.6
1.7
1.8
1.9
1.10
1.11
1.12

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
2.13

3.1
3.2
3.3

List of Figures

Overview of spectral imaging data-cubes . . . . . .. ... .. .....
Mapping a 3D cubetoa 2D detector . . . . ... .. ... ...
Spectral Imaging resolution trade-offs . . . . . .. ... . ... ..
Time-sequential scanning hyperspectral imagers . . . . . . . .
Computed Tomographic Imaging Spectrometer opticadya . . . .
Image Replicating Imaging spectrometer layout . . . . . ...... ..
Coded aperture spectralimaging . . . ... ... .. ......
Integral field spectroscopy examples . . . . . ... .. ... ...
Multi-aperture and filter array cameras . . . . . . . . .. . ...
Sequential access and Randomaccess . . . .. ... .. ...
Multi-object spectrometers . . . . . .. ... ... ...

Digital Micromirror Devices . . . . . . .. .. ... ... ....

Optical architecture of RASI . . . . . . .. ... .. ... ....
Single micromirror . . . ... L
Divergence betweentwoDMD states . . . . . . ... ... ...
Etendue of a single micromirror . . . . . .. ... ... .. ...

System etendue schematic . . . ... .. ... .........

Telecentric and non-telecentric lenses

Scheimpflug condition . . . . .. .. ... ... .........
Scheimpflug orientation of telecentriclenses . . . . . ...... . . ..
llluminationlayouts . . . . . . . ... ... .. ... .......
Spectrometer schematic . . . . . .. .. .. ... ........
Spectrometer distortions . . . . .. .. ... L.
Zemax raytrace for the spectrometer channel . . . . . ... ..

Zemax raytrace for the imaging channel . . . . . ... ... . ..

RASIlayout . . . . . . .. .. . . . .
DMD window transmission . . . . . . . . . ... ...

Kaiser Holospec spectrometer . . . . .. ... ... ......

.. 40

54
55
o7



List of Figures

3.4 3DCAD modelof RASIsystem . . ... ...............

3.5 Breadboardviewof RASIsetup . .. ... .. .. ... .......

3.6 Koehlerillumination . . .. . .. . . .. . ... ... ...

3.7 Pictures of constructed system . . . .. .. ...

3.8 Image correctionexample . . . . . . ... Lo

3.9 Testimages . . . . . . . . . e

3.10 Reference Neonspectrum. . . . . .. . .. ... ... ....
3.11 912 nm Neon line detector position . . . . . .. .. ... ... ...

3.12 Fits to the horizontal coordinates of the camera anelsagth, each fit
is associated with a particular DMD pixel of coordinateg.(i, . . . . .

3.13 Fits to the vertical coordinates of the camera and eagth, each fit is
associated with a particular DMD pixel of coordinates (i,j). . . . . .

3.14 Fits to the horizontal coordinates of the camera anceleagth, each
fit is associated with a particular DMD pixel of coordinatep (or the
infraredgrating. . . . . . . .. .. ... .

3.15 Fits to the vertical coordinates of the camera and eagth, each fit
is associated with a particular DMD pixel of coordinateg fior the
infraredgrating. . . . . . . . . ... ..

3.16 The fitting parameters fit to a third order polynomialtfoe broadband
grating calibration in the horizontal direction. . . . . .. .. .. ..

3.17 The fitting parameters fit to a third order polynomialtfoe broadband
grating calibration in the vertical direction. . . . . . . .. .. .. ..

3.18 The fitting parameters fit to a third order 2D polynomaalthe infrared
grating calibration in the horizontal direction. . . . . . . .. . ...

3.19 The fitting parameters fit to a third order 2D polynomaalthe infrared
grating calibration in the vertical direction. . . . . . . .. .. . ...

3.20 Broadband grating calibration error boxplots . . . . . ...... . . ..

3.21 IR grating calibration error boxplots . . . . . .. .. ... ... ..

3.22 Calibration demonstration . . . . . . . . . . . ... ... ... ...

3.23 Spectral linewidth for Neonexample . . . . . .. ... ... . ...

3.24 Backgroundstraylight . . . .. .. ... ... ... .........
3.25 Spectraltrackcrosstalk . . . . .. ... .. ... ... . L.

3.26 Stray lightcorrection . . . .. .. ... ... ... ... .. ...

Vi

70

70

71



List of Figures

4.1
4.2
4.3
4.4
4.5
4.6
4.7
4.8
4.9
4.10
411
412
4.13
414
4.15
4.16

5.1
5.2
5.3
5.4
5.5
5.6
5.7
5.8
5.9
5.10
5.11
5.12
5.13
5.14

Example applicationof RASI . . . . . . . ... ... ... ... .. .. 84
Dispersed lightonthe CCD . . . . . . ... .. .. .. ... ...... 85
Transmission profiles fromsample . . . . . .. ... ... ... ... 85
Spectral absorption profile of blood from 500 to 630 nn8J1Q . . . . 88
Spectra for multiple states of de-oxygenation . . ... ...... ... 89
Multiple states of oxygenation . . . . .. ... .. .. ........ 90
Slitaveragingoverview . . . . . . . . ... . 49
RBCs at beginning of trackingprocess . . . . ... .......... 1 9
Measured absorptionspectra . . . . . ... ... ... ... ..., 98

3D plot of change in absorption profile . . . . . ... ........ 98
Absorption spectrafrom9trackedRBCs . . . . . . .. .. ... ... 929
Spectral unmixingofasingleRBC . . . . . . ... ... .. ..... 001
Spectral unmixingfrom9RBCs . . . .. .. ... ... ... ..... 101
Spectraloverlap . . . . . . . . ... 410
Spectral overlap correction via subtraction . . . . . ...... . .. .. 108
Spectral overlap via linear spectral unmixing. . . . ...... . .. .. 109
Rayleigh and Raman excitation . . . . . . . ... ... ......... 411
Spectral outputof Ramanlaser . . . . ... ... ... ... .. ... 181
Laser diode collimation . . . . . .. ... ... ... ... .. ... 201
Ray trace of laser illumination . . . . .. ... ... ......... 122
Laser intensity distribution in the objectplane . . . . ... ... .. 123
Intensity distribution change with position . . . . . . ... .. ... 123
Optical filter profiles . . . . . . . . . . ... ... ... 42
RASI modified for Raman spectroscopy layout . . . . .. .. ... 126
Reference Ramanspectra . . . . . .. .. ... .. ... ........ 127
Polystyrene Raman spectrum . . . . . . . .. ... ... ....... 27 1
Testcase overview . . . . . . . . ... 130
Spectral classifier . . . . ... ... 311
Blind random sampling classification reconstruction..... . . . . .. 132
Grid sampling classification reconstruction. . . . . ...... .. ... 134

vii



3.1
3.2
3.3
3.4
3.5

List of Tables

Telecentriclensparameters . . . . . . . .. .. ... ... ... 0. 56
Diffraction grating parameters . . . . . . . . .. . ... ... ... 57
Spectroscopy camera parameters . . . . . . .. ... 58
Imaging channel geometric calibration . . . . .. ... .. ...... 62
Measured Neon spectral line wavelengths . . . . . ... .. ... 66

viii



List of acronyms

RASI - Random Access Spectral Imaging

2D - two dimensional

3D - three dimensional

DMD - Digital micromirror device

MOS - Multi-object spectroscopy

FQV - Field of view

FTIS - Fourier transform imaging spectroscopy

CTIS - Computed tomographic imaging spectrometer

CGH - Computer generated hologram

IRIS - Image replicating imaging spectrometer

CASSI - Coded aperture snapshot spectral imager

DD CASSI - Dual disperser coded aperture snapshot spectaglam
SD CASSI - Single disperser coded aperture snapshot spectagér
ISS - Image slicing spectrometer

LMM - Linear mixing model

CMOS - Complementary metal-oxide semiconductor (used irctat®
CCD - Charge-coupled device (used in detectors)

RITMOS - Rochester Institute of Technology Multi-object sppemeter
NA - Numerical aperture

CAD - Computer aided design

LED - Light emitting diode

RBC - Red blood cell



Acknowledgments

This work has been funded by EPSRC and I'd like to my express najtgde to these
organisations for making this research possible.

I'd like to thanks my supervisor, Professor Andy Harvey f@ar $upport and guid-
ance in this endeavor. I'd like to thank Tom Vettenburg andu@ia Biancotto for the
friendly atmosphere in the office and many interesting dismns, as well as Tony
Corcoran during the time we also shared an office. | would &l tb thank my
other colleagues in the Imaging Concepts group; Gonzalo Malstair Gorman James
Downing and Tushar Choudary for their support and frienddipughout.

| also need mention everybody at Glasgow: Laurenece Brewghe@® Carles,
Javier Fernandez, Lewis McKenzie and Paul Zammit who haveenmay time there
enjoyable and helped create a friendly atmosphere in theeoffi

I'd be remiss if | didn’t thank all my friends, both from homedhall the new ones
I've made in Edinburgh and Glasgow who helped me along ancemaeifeel at home
in Scotland.

Finally I'd like to thank my parents and family for their camial support and
encouragement throughout this process.



Declaration

The work presented in this thesis is my own except where wikerstated. No part of
this thesis has been submitted elsewhere for any otherelegre

Patrick Kelleher

Xi



Chapter 1 — Introduction

1.1 Introduction

Spectral imaging collects spatial and spectral infornmafimm a scene in the form
of a three dimensional (3D) data-cube,y,A). These data-cubes are a rich source
of information about the scene and are invaluable in nunsefields: remote sensing
depends on spectral imaging for classification of large Emeds and rugged terrain, as
well as environmental monitoring [59]; disease detectiod monitoring are important
applications in medical imaging [44]; security applicasanvolving explosive detection
are also prevalent [99]. However, spectral imaging is stilifea series of bottlenecks

- or design trade-offs - that result in a diverse family oftinments with different
applications for which they are suitable.

There are three areas where these bottlenecks come intd. effgstly, in the
mapping of the spatial and spectral elements of the data-tthe detector, a suitable
optical architecture needs to be chosen that allows forra@pa of the incoming spatial
and spectral information; for example dispersion basesysrequire spatial filters that
severely limit the field of view (FOV), a detailed review offfdrent spectral imaging
systems is given later in this chapter. Secondly, the deteite can limit the number
of data-cube elements that can be mapped in a single meastretiis is related to
the first bottleneck and is often considered concurrentlige Third bottleneck is the
computational processing bottleneck; due to the size amdityeof the data-cubes,
particularly those with high resolution, the complexitypsbcessing increases with the
dimension of the data-cube, sometimes referred to as tise ofidimensionality.

As a consequence of the bottlenecks, high resolution iseaetiby mapping a
subset of the data-cube to the detector and time sequgmiadktructing the whole cube
from a series of measurements. On the other hand, gathéenggta-cube in a single
measurement requires mapping all the data-cube elemettsspatial and spectral- to
detector pixels, resulting in a reduced resolution, sunglsimeasurement techniques
are generally referred to as snapshot techniques. Due itcaitwuisition speed, time-
sequential methods are best suited to static or slowly adhgrsgenes, whereas snapshot
devices can be applied to cases where there is motion pré&iéfatent snapshot devices
have different spatial-spectral resolution combinatiand tend to be matched to applic-
ations where the spatial-spectral resolution trade-offpigropriate for the application,
for example, devices that acquire relatively few spectasds can optimise their choice
of spectral bands to coincide with the parts of the matepacsum that are the most
informative.

This thesis describes a snapshot spectral imaging teahtigd trades off spatial
resolution for spectral, in contrast to most snapshot @svibat tend to acquire a full

1



Chapter 1: Introduction

spatial image at small subset of wavelengths. The motwdbo this approach was to
exploit the natural spatial characteristics present inemesgcoften similar objects will
cluster and form distinct regions that have a high degreeddl|correlation. This is
eloquently summarised in Toblers First Law of Geography,

Everything is related to everything else, but near thingsrapre related
than distant thing$117].

Sampling a subset of spatial points from across the scene ihgubssible to make
inferences about the complete scene and further alloweddbkpesolution to be traded
for spectral resolution. The resulting device concepta@@glquire spectra from distinct
spatial points, in any order, from across the scene and vi@sed to as Random-access
spectral imaging (RASI).

To implement the RASI concept an optical architecture wasgdesd that built
upon ideas from multi-object spectroscopy (MOS), with thal#ing technology being
a digital micromirror device (DMD), which acted as a lightitsh. The DMD allowed a
two channel architecture to be developed, with one chareiegla spectroscopy channel
and the other a conventional imaging channel, used to gheleselection of different
spatial regions.

Two demonstrations of RASI were performed for this thesisstfFa demonstration
with red blood cells undergoing de-oxygenation - resulim@ change in spectrum -
were tracked while moving, exploiting the RASI ability to aog spectra from mul-
tiple positions across a scene simultaneously, this wasrmbination with the image
acquisition ability which allowed the positions of the rdddx cells to be tracked and
the spatial coordinates from which the spectra were medgarbe updated according
to the tracking algorithm. The second application was toalestrate alternate sampling
methods that are possible when a device can access pointssabe scene in any
order (random-access). A RASI device modified for Raman spemipy was used
to construct a binary classification scenario as a test célis test case was used to
test statistical random sampling and a systematic sampigthod for the application of
reconstructing a classification map using only a subseteftene data. Classification
maps of the whole scene were reconstructed using a k-neigsior interpolation al-
gorithm with high fidelity when compared to the reference rmugd truth classification
map.

The remainder of this chapter is organised as follows: tls&cbaf spectral ima-
ging and the associated bottlenecks will be described;iewef different time-sequential
and time resolved techniques will then be presented; arvieveof spectral processing
methods will be given; the RASI concept will be described inrendetail in the context
of other spectral imaging instruments; a review of multjeab spectrometers and digital
micromirror applications will be given before presentinfjral RASI design.

2



Chapter 1: Introduction

(a) Hyperspectral data-cube (b) Multi-spectral data-cube (c) Sparse (RASI) data-cube

X

Figure 1.1: Overview of spectral imaging. (a) is a full data-cube,
(b) shows a multi-spectral data-cube, which has less spectral bands
than in (a). (c) shows a spatially sparse data-cube, the RASI output,
it has more spectral bands than (b) but the individual voxels are
discontinuous.

1.2 Spectral Imaging Overview

Spectral imaging, also referred to as imaging spectrosenpyhyperspectral imaging
were first conceived of as a field in the 1980s; it is often deffifas the acquisition of

images in hundreds of contiguous, registered spectraldamch that for each pixel a
radiance spectrum can be derived” [63], a given hyperspletata-cube has two spatial
dimensions and one wavelength dimension WilandNy elements in the x and y spatial
directions andN, elements in the wavelength dimension. When an instrumenpleam
the data-cube at relatively few wavebands (less than 5@, riéferred to as a multi-

spectral imager, with the resulting data-cube as in Figute(h). In this thesis, the

RASI approach samples the data-cube at different spatiednggessentially acquiring
a data-cube that is spatially sparse. An example data-cusleown in Figure 1.1 (c).

There is an additional imaging arm that acquires spatial, aetich provides the imaging
component to RASI as a red-green-blue colour image of theescen

Since the hyperspectral data-cube consists of both spantt@patial information,
it combines elements of the individual fields of imaging apddroscopy. In analogy
to images, which are said to consist of picture elements knasvpixels, data-cubes
consist of volume elements that can be referred to as vo¥ash voxel corresponds
to one point in space, and is the spectrum of the materialatgbint in space; the
RASI instrument collects voxels from different points in theene into a sparse data-
cube, the image provides context for the positions of diffieérvoxels. The spectra
themselves have certain properties, the shape of the apectin be used to identify
materials by comparison with already existing spectrahliies. Each spectrum has a
particular spectral resolution which determines the dbadjacent wavelengths that can
be distinguished and the spectral range gives the range\al&sagths over which the
spectrum is obtained, e.g. the visible portion of the etenagnetic spectrum from 460



Chapter 1: Introduction
700 nm, or the spectrum from in-elastically scattered lfghtn Raman spectroscopy.

1.2.1 Spectral Imaging: Limitations and Bottlenecks

When considering the bottlenecks, it useful to consider tisétfivo together, that is the
optical architecture and the detector throughput, as métheo issues are inter-related,
the spectral resolution as set by the optical architectarebe limited by the number
of pixels on the detector for example. In order to help unideis the bottlenecks, it is
useful to consider a figure of merit that relates the dataealbments to the detector
pixels. This figure is adapted from astronomy, where it waslus compare integral
field units, which are a form of hyperspectral imager. Therégof merit function was
the Specific Information Density [4], denoted@shere, and expressed as

Tym (1.1)

pr=n NN’

whereN,; andNy, are the numbers of detector pixetg,andny are the number of spatial
resolution elements and are related to the spatial eleroétiie data-cube by = fsny
andNy = nyfs, the termfs is the oversampling of the detector, the axes of the detector
and data-cube spatial dimensions are assumed to be alignexthe number of spectral
resolution elements and is related to the data-cube spetgraents byN, = f,n, and

f) is the spectral oversampling by the detector. The tensithe system throughput. In
the case of Nyquist sampling the oversampling factors wbel@ (fs = f), = 2).

The limiting form of Equation 1.1 is
Ny x Ny < Ny =N x Nm (1.2)

which gives the maximum number of data-cube elements fovengiletector size in
a single measurement. The factolg, Ny, N, are set by the optical architecture and
dictate how much of the data-cube can be gathered in a singdsunement, whereas
the N, andNp, set the throughput by the detector and which also limits tgpisition

of the data-cube elements. In the case of time-sequenfpErBgectral imaging, when
a subset of the data-cube is being collected, the resolatiawo of the dimensions
of the data-cube can be maximized. This is possible becédaswliole data-cube is
then constructed by stepping through the third dimensioin@fdata-cube; because of
this, time-sequential hyperspectral imagers tend to hagleehresolution than snapshot
approaches. Snapshot devices are more complex in thatealtdimponents of the
data-cube must be mapped to the detector in a single measoi,erasulting in the
necessary trade-off between spatial and spectral resotutiThe enabling technology
for most modern snapshot systems are large format two diovead$2D) detector arrays
which have become larger and more affordable. Furthernrheradvantages of snapshot
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Figure 1.2: Mapping of a 3D cube to a 2D detector.

devices are similar to the Jacquinot and Fellget advantageaditional spectroscopy
[67].

As an example, consider a spectral image wWith= Ny = 1000 andN, = 500.

The total number of elements required by this size data-isutheen 5x 108 = 500 Mega
Pixels. This is the size of some of the largest array deteatarrently in existence.
Currently Gigapixel images do exist, but they are generallghsed together from lower
pixel count images, rather than being collected using desidgtector. The core point
being that the difficulty in mapping high-resolution spatttata-cubes to a 2D detector
lies with the radical increase in data size, which limits #meount of spatial-spectral
information that can be collected in a time-resolved measent without trading-off
the spatial-spectral measurements as described in Eguafio

The final bottleneck is due to the sheer volume of data oldaihigh resolution
data-cubes often have mega-pixel spatial resolution andreds of spectral bands as
in the example above. The dimensionality of the datasetasgs the complexity of
processing, the so called "curse of dimensionality” [10lfe increase in data set size
also brings other issues. It can increase the presence s, mesulting in noisy bands
being discarded during processing. Further the larger eumbvariables can increase
the running time, preventing the processing of data in tiead-

Large hyperspectral data-sets are also subject to manyg citime drawbacks and
issues as other problems in big data [45]. Often they requokeel and experimental
algorithms to process, also interpretation of the data aetbe misleading. The field
of big data is still in its infancy and the techniques for miegful dimension reduction
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that allow for convenient interpretation are still beingreleped. Examples in wrong
predictions using big data have occurred, often based oguiied interpretation and
overly simple metrics that have been extended from loweredsional spaces [84].
However the field is rapidly developing and many of thesed®pire active and fruitful
areas of research.

Figure 1.3 gives an overview of the resolution trade-offspectral imaging for
different spectral imaging devices, both snapshot devacestime-sequential scanning
devices, a review of which will be given in Section 1.3. Figiir3 (a) shows the trade-
off between spatial and spectral resolution for a singlesueanent, to map the entire
data-cube results in a reduced spatial and spectral resoloft the final data-cube for
snapshot devices. Figure 1.3 (b) and (c) show the time axikeotrade-offs, which
demonstrates how scanning methods achieve high resolbyiacombining multiple
measurements. The result for scanning methods is the pdtémt both high spatial
and spectral resolution in the final data-cube.

The RASI device trades off spatial resolution for spectrabhation in a snapshot
device, collecting data from a subset of spatial regions large number of spectral
bands, unlike most other snapshot devices which sacrifecauimber of spectral bands
for better spatial resolution in those bands as shown inrEigu3 (a). The so-called
sparse data-cube collected by RASI helps to avoid the thitdebeck reducing the
amount of data collected, data collection is guided usiegtinventional imaging chan-
nel so as to collect spectra from regions of interest rattem every point in the scene.
This is particularly advantageous for time-series measargs where, if a full data-
cube were collected at each step, not only would it be subpettte lower resolution of
snapshot devices but also the volume of data would incregeely, which would limit
the possibility of processing in real-time. The selectidrspatial regions of interest
improves the processing and removes the need to searclykhtioe whole data-cube,
in principle moving some of the processing load to the adtjmmsphase. With respect
to Figure 1.3 (b) and (c), RASI can clearly be used as a scaryipgrspectral imager
as well, by combining a series of sparse data-cubes oveltictae achieve high spatial
and spectral resolution data-cubes, in the same manneh@assamtanning hyperspectral
imagers.

1.3 Hyperspectral Data Acquisition

The various methods of data acquisition (many of which wamew in Figure 1.3) can
be used to define the different techniques of spectral ingagivd their areas of applic-
ability. Time-sequential methods build up the cube overtinvhereas time-resolved
take enough data to acquire or reconstruct the cube fromgéesimeasurement. Direct
spectral imaging techniques acquire the spectral infaomatirectly (using dispersive
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elements or filters for example), whereas indirect methatse the spectra via some
form of inversion process (Fourier Transform spectrosdopgxample). The following
section will detail these processes with a particular famusnapshot spectral imaging.

1.3.1 Time-sequential Spectral Imaging

Time-sequential approaches to spectral imaging are oftemsions of standard spectro-
scopy devices, for example spatial scanning methods pdis®ased spectrometer over
a scene and, combine the slices of the data-cube into a ctengfa&éa-cube. Often they
are applied to applications where the scene is static orcr@sng motion complements
the acquisition process, such as a conveyor belt. Scanratigoas also include tunable
filters that scan in the wavelength dimension and Fourien§faam Spectrometers.

Spatial scanning

Spatial scanning involves extracting the wavelength imfion from a spatial subset
of the scene. The full data set is then built up in a time setglemanner by scanning
over the whole scene. Two relatively common types of spatiahning are whiskbroom
and pushbroom scanning [110]. A whiskbroom sensor scanscém@e and acquires a
single voxel at time, which is a fractiq@jWy of the total data-cube. Pushbroom scanning
acquires a one dimensional slice of the data-cube usingl;,zaatéhaction,\]iX of the total
data-cube in a single measurement, both are shown in Figdreld terms of optical
design both approaches are conceptually similar, an agelgns focuses light onto
an entrance aperture -slit in the case of pushbroom - aftertmthe light is collimated
and passed through a dispersive element (a prism or diffragtating) used to separate
the wavelengths before they are re-imaged onto a detedpr Y8hiskbroom methods
require the use of additional moving parts, a scanning missnich is a significant
drawback compared to other methods, especially when thersgectral imager needs
to be mounted on a mobile platform.

In remote sensing applications, the natural sweep of tledlisabr aircraft provides
the necessary scanning motion for time-sequential mettmdperate. Various space
based observing systems exist [100], also aircraft basesbs® such as the ubiquit-
ous AVIRIS system [102] which provide large amounts of dataroneral, vegetation
coverage, forests and urban areas. Numerous spectrakpnogalgorithms have been
developed with these data sets which will be discussed later

Wavelength Scanning

Wavelength scanning takes a slice of the data-cube thrdoglspatial dimensions,
essentially a monochromatic image. By stacking these manowtic images so as to

8
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Figure 1.4: (a) and (b) show the operation of a whiskbroom and
pushbroom scanner respectively. (c) shows the collection of mono-
chromatic images stacked to form a hyperspectral data-cube as an
example of wavelength scanning. (d) is an outline of the operation of
a Fourier transform spectrometer.

align their spectra, a hyperspectral data-cube can be ththigis shown schematically
in Figure 1.4.

Wavelength scanning approaches tend to be optically smibdn other time-
sequential spectral imagers, often being imaging systeithstine addition of a filtering
mechanism before the detector, or with wavelength sekedtivnination. The simplest
of these methods use a filter wheel and sets of interfererieesfilmore sophisticated
approaches employ electro-optical and acousto-optitaddi[77]. The latter two options
offer the most flexibility in the form of Liquid crystal tunbke filters and Acousto-optical
tunable filters [55]. The incoming radiation can be filterethaut the use of moving
parts or multiple filters, further simplifying the opticaksign of these devices. This also
allows faster scanning speeds and removes the need for ghpaits in the design.

Wavelength scanning approaches allow for all points in dqaar field of view
(FOV) to be imaged simultaneously at an individual waveteng@he number of meas-
urements required to measure the entire data-cube depenlle noumber of wavebands
being measured. This can lead to high speed data acquispipropriate for various
biological spectral imaging applications, though the ecgdtefficiency is still limited as
all light from outside the measurement waveband is neabsdacarded by the filtering
process.
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Fourier Transform Imaging Spectrometer

Spatial and wavelength scanning determine the spectrunirégtly measuring the dif-
ferent components, Fourier transform imaging spectros¢bp1S) first measures an
interferogram and performs an inversion to calculate teespm, a hyperspectral data-
cube is obtained by scanning the FTIS across the whole scene.

The principle of operation is similar to that of a Michelsarnerferometer. Light
from the source is passed through a beam-splitter, down atheip a fixed mirror; the
other has a movable mirror, as shown in Figure 1.4. The reflidoéams interfere with
each other causing some wavelengths to be canceled by ce&rinterference; the
intensity for that configuration is then recorded at the clete Altering the position of
one of the mirrors results in a different interference pattby measuring the intensity
for a series of different positions, an interferogram idtbup, Fourier Transforms are
used to convert the interferogram into a wavelength spettas obtained by direct
spectroscopy. Itis it is worth noting that the detector carat2D array detector[109],
which removes the need to scan spatially, as the interof@nodor each spatial point
can be obtained simultaneously.

FTIS has a throughput advantage (Jacquinot advantage)spadal filter based
(i.e. a slit) spectrometers, in that the aperture itselhgs limit to optical throughput
rather than a slit; though the input beam should fill the entiput aperture for the full
improvement. FTIS also has a multiplex advantage as itcgsllall the wavelengths in
a spectrum simultaneously, this advantage is most imponthan the measurement is
limited by detector noise[76].

Despite its advantages, in the context of spectral imagif Etill suffers from
in-efficient light collection due to its scanning, if a 2D detor is used, it is similar to
the efficiency of the wavelength scanning approach.

1.3.2 Time-resolved Spectral Imaging

In contrast to the time-sequential scanning, snapshotrsph@magers acquire the data-
cube in a single measurement (a multiplex advantage oveansgamethods); the con-
sequences of this are the trade-off in spatial-spectralutsn and, in general, a more
complex optical system. The advantages for snapshot sgdterm their application

to dynamic, real-time scenes, where the presence of motiefaets severely limit the
applicability of scanning. Further, snapshot devices careha throughput advantage
over traditional scanning methods as they no longer filtéraguortion of the data-cube
during acquisition; thg}—x andﬁ factor for spatial and wavelength scanning respectively
[67]. Most snapshot methods are multi-spectral due to tedatively low number of
spectral bands, also when acquiring data in real-time, éineysubject to the same data
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processing limitations.

Computed Tomographic Imaging spectrometer

Computed tomography is a process of reconstructing a 3D dpaicea series of 2D
projections of that space. Sophisticated algorithms usegenerate highly accurate
reconstructed representations of the 3D space are ofterredfto as x-ray transforms.
In medical imaging, X-Rays are used to image bone structutdvaman body parts and
the term “CT scan” is used to describe a computed tomogragy. Sche principles of
Computed Tomography have been applied extensively in otfldsfand the estimation
of the 3D spectral datacube is a natural application for thayxransform.

The Computed Tomographic Imaging Spectrometer (CTIS) issmanyperspec-
tral imaging technique that employs the methods of comptdetbgraphy to estimate
the spectral imaging data-cube. The system consists obtheoiptics which collects the
light, which is then collimated. The dispersing elementha system is the computer
generated hologram (CGH), which is similar to a pair of crdsdiéfraction gratings,
indeed crossed gratings were used in early CTIS models [3#.light from the field

o Field Stop Collimator lens 2D grating Re-imaging Detector
Objective disperser (CGH)  lens Array

N

Image of scene Example surface of hologram Projections on detector

Figure 1.5: Diagram of the optical layout of CTIS; the field stop
image of the retina, the example CGH and image of datacube
projections are reproduced and modified from [75] for demonstrative
purposes.

stop passes through the computer generated hologram dlenesuiting in a series of
projections of the field stop diffracted by the holograpHengent, the projections are
then re-imaged on a 2D detector, as shown schematicallygar&il.5. The central
projection is a panchromatic zero order image of the field,stoe outer orders are 2D
spectrally dispersed projections corresponding to diffediffraction orders, with the
order increasing with distance from the central zero orderge. Computer generated

11
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holograms are often designed to redirect light from the peder to the higher order pro-
jections, which are often light starved. Collecting numerptojections simultaneously
allows the 3D spectral datacube to be estimated from a singésurement.

The reconstruction process for CTIS considers each of thegirons as “ parallel
projections of a continuous three-dimensional volume enpdane” [32]. Further, the
Central Slice Theorem allows that the Fourier Transform chez these projections is
plane in the 3D frequency space of they, A ) datacube. These planes pass through the
origin of the frequency space datacube. The normals of ffexeint planes in frequency
space are tilted at the same azimuthal and projection asgileedr spatial inverse. In
principle, the 3D frequency space cube can be recoveredtiterD projections in that
space. Then a 3D inverse Fourier Transform can be performextover the real-space
spectral datacube. The details of this aspect are depeadé¢hé imaging properties of
the device itself, enough projections must be gatheredtimate the 3D cube.

This leads to some of the natural limitations of CTIS, the nends projections is
set by the size of the focal plane array as well as the fieldsgpand projection angles
created by the CGH. It is possible for a sufficiently compaffratition pattern from
CGH to use every pixel on the detector to supply data, thoughgtan upper bound.

Further, there is a limit on the projection angles allowahblehe CTIS design.

The result of this is an upper bound on the projection anglaegable to be sampled.
The primary factors in this limit are detector size and effiies of higher diffraction
orders. This leaves a missing cone in the frequency spaeewds, leaving insufficient
data for a unique solution to be made. Although in practieentiissing cones effect on
the reconstruction can be mitigated using physical comégrand a priori knowledge
about the scene [66]. The scene itself can affect the rewmtisin; the spatial frequency
content, spectral properties, brightness and backgrooise sharacteristics of the scene
are all parameters that need to be considered in the desigrtadery algorithms for
different imaging tasks.

The CTIS has been used for ophthalmology [75], it has been cwmdlwith a
microscope for fluorescence [47] microscopy it has also heevlved in feasibility
studies for astronomy applications [71]. It fulfills a role @a medium spatial/spectral
resolution device that offers a snapshot capability. ltgire@ment for computationally
intensive and bespoke algorithms limits it range of appilbca

Image Replicating Imaging Spectrometer

The Image Replicating Imaging Spectrometer (IRIS) is a sratpsiulti-spectral ima-
ging system that cascades a series of birefringent inmrfeters to spectrally filter and
demultiplex multiple spectral images onto a detector arrBlye birefringent interfer-
ometer consists of an input polariser, followed by a wawsehnd then a Wollaston

12



Chapter 1: Introduction

prism. The incoming light is initially linearly polarisedhen the wave plate divides
it into two orthogonally polarised components, accordioghe fast and slow axis of
the wave plate. The Wollaston prism causes interferencedaet the orthogonally
polarised components such that the ray splits into two destr rays, with orthogonal
polarisation. Each input ray after passing througtof these so-called birefringent
spectral de-multiplexors will split into™ output rays [68]. The spectral transmission
functions of the different rays can be altered to providéed#nt performance. The filter
functions provide cyclic transmission peaks, so a bandfiessis used to control the
spectral range of light entering IRIS. The spectral charesties of the transmission
function have a central transmission passband with adjagnificantly weaker side
lobes. The filter functions are the same as those describad byt filter.

Polariser, retarders &
Wollaston prisms

(index matched) i Camera
Collmating 22RPass knaging
lens

Field stop

Primary lens

Figure 1.6: Schematic of IRIS reproduced from [68].

This system has been applied to retinal imaging where, derisg the constant
movement of the eye it offers considerable advantages owergequential techniques.
It has also demonstrated the ability to record multi-sgécetrovies, without the need
for significant reconstruction algorithms [61]. The numbéwavebands is set by the
number of cascaded birefringent spectral de-multiplexéisther, the finite extent of
the detector also limits the number of de-multiplexed insagfethe field stop that can be
obtained. Optical throughput for one of the spectral bassips of the system is high as
a large aperture is used. The transmission efficiency of@iidual waveband depends
on the form of the transmission function, generally less th@26 of the total light is lost
to the side-lobes.

Coded Aperture Snapshot Spectral Imager (CASSI)

Coded aperture techniques have been applied to X-ray phewonfer a number of
years. A coded aperture consists of multiple opaque andgeaant regions, this is
located in front of the detector to modulate the incideniatoin. Then by exploiting
the known properties of the coded aperture and the infoomadt the detector, the
source distribution can be determined [62]. The coded apeshapshot spectral imager
(CASSI) system combines the principles of coded apertutesaidevice that is capable
of snapshot spectral imaging. It has two reported configurat
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The dual disperser CASSI (DD CASSI) system has a dispersirglquah before
and after the coded aperture [57]. The layout of DD CASSI issshim Figure 1.7 (b),
the system images a scene, the light from which is dispensédeaimaged in the first
dispersing path. The scene is re-imaged onto the codeduapeout due to the disper-
sion, multiple images are formed at different, wavelengtpahdent locations. These
images and their intrinsic mix of spatial and spectral infation are then modulated
according to the pattern on the coded aperture. The secapeérding path after the
coded aperture, counter-acts the effects of the first disggepath and creates an image
of the source at the detector. This process turns the spatidulation of the coded
aperture into a change in both the spectral and spatialn&bon. The DD-CASSI
design multiplexes spectral information in a localisedtighaegion on the detector, the
detector image is similar to the scene.

(a) SD-CASSI

Intermediate image
plane

(b) DD-CASSI

Source

Dispersive element / \ :

Dispersive element

/

Source Intermediate image

plane and coded aperture

I Dispersive I
\’ shear v
: Source datacube
- M w Coded aperture
—
wr
» S Datacube modulated by ’
Source datacube Datacube modulated Dispersive coded aperture A)
by coded shear
aperture -
|
Detector Dispersive ‘ ’
shear U

Dispersive element
Detector

Figure 1.7: (a) shows the SD CASSI layout and (b)the DD CASSI,
see text for more detail.

The single disperser CASSI (SD CASSI) model, shown in Figuféd)., operates
with a single dispersion element, its setup is similar to stayndard dispersive spectro-
meter system, except with a coded aperture as the entrardeir@p It has less optical
components than DD CASSI, also it is capable of imaging pawirees unlike DD
CASSI which multiplexes only spectral information in thealatube. The SD-CASSI
design results in spatio-spectral overlap of the dispeesetl modulated datacube in
the detector plane, effectively multiplexing both spatiall spectral information. SD
CASSI has been reported with improved designs, using doubileifrisms for video
rate spectral imaging. A scene with lighting birthday casdias been imaged with this
system in [123]. A modified SD CASSI system has been reportaghad to a Zeiss
AxioObserver Al inverted microscope for fluorescence nsicopy applications, in this
instance the test case was the tracking of ten fluoresceds p2a].

The two reported designs of CASSI have different limitatioiie DD-CASSI
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cannot reconstruct the spectrum of a point source as it phedtes only spectral inform-
ation, but in general it offers higher spectral resoluti®@D CASSI can resolve point
sources, provided it maps to an open element of the codetlapentherwise the light
from the point source would be blocked by the code. It canpiewide superior spectral
resolution, at the cost of a lesser spatial resolution.

The CASSI architecture seeks to avoid the limitations imgaseother snapshot
spectral imaging approaches, by detector sizes and othtarimxrks. The approach, bor-
rowing from compressive sensing ideas, avoids directlysueag the voxels present in
the scene datacube. Rather it collects a significantly retisgbset of the datacube and
reconstructs the datacube using various algorithms. Nowsealgorithmic approaches
exist for the two CASSI designs and the design of novel codessrarconstructive
algorithms is an ongoing area of inquiry [90]. CASSI offersheotighput advantage
over traditional time-sequential designs, without saanfj resolution, which is one of
the key features of coded aperture spectroscopy. Sincettegl@perture itself consists
of alternating transparent and opaque regions, CASSI bloalkshe light from entering
the instrument, resulting in a throughput of 50%.

Integral Field Spectroscopy - Fibre reformatters and lensét arrays

In the field of astronomy, hyperspectral imaging is refemeds integral field spectro-
scopy. The goal remains the same; the acquisition of of acda&with spatial and
spectral informationX)y,A). Reformatter techniques divide the scene into sections
and re-arrange them via some method to fit the entrance apefia spectrometer,
essentially reformatting the scene to the form of the ec#aperture shape. Two of the
most common methods performing this reformat are fibre neftters and lenslet arrays
[4].

A fibre reformatter approach places a densely packed arrfdyres at an interme-
diate image plane of an imaging system, as seen in Figur@)L.8 (enslet array is used
to couple light into the fibres. The scene can be sampled diogpto how closely the
fibres can be packed together. The image of the fibres outpouisled to the entrance
slit of a spectrometer, it should be noted that the fibre apeiis round. The light is
dispersed by the spectrograph and a spectrum for eachlsgraieassociated with each
fibre is obtained. The long slit of the spectrograph needstoflsufficient length to
facilitate all the fibres from the two spatial directions.€Tlibres themselves can affect
performance, the spectral transmission properties of tiesiand the possibility of so
called modal noise are all accounted for in fibre reformatter

The lenslet array approach re-images portions of the s@eaepectrograph en-
trance, which has its slit removed. The positions of thelétrearay compared to the
scene sets the spatial sampling of the scene. The pupil siademslet is set by the
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Figure 1.8: (a) shows the scene scene divided up according the fibres
and then reformatted to a long slit. (b) is an example of the layout of a

reformatter based on a lenslet array approach, the rotated dispersion

is shown on the detector plane. (c) is an example of scene divided
into a series of slits by an image slicer and re-imaged onto the long

slit of spectrometer. (d) shows the scene divided by a micro-slicer,
which has smaller slit elements than a standard image slicer.

magnification, which is often the critical parameter in ssghtems. This is limited by

the possibility of spectral overlap in the spectrometeedktlr plane and short spectral
ranges are used to counter this. The dispersion is oftetetbta allow larger spectral

ranges as well [12], shown in Figure 1.8 (b). Further, theaiselenslet array improves

the fill-factor of the fibre bundle.

Integral Field Spectroscopy - Image Slicers

Image slicing spectrometers (ISS) are another type ofiiatégld spectrograph [27], the
approach reformats the scene onto the entrance slit of arepester. This is achieved
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by placing a mirror consisting of thin slices at an interna¢églimage plane in the optical
system. The orientation of each mirror slice is such thairttiwidual slices of the input
image are laid out end to end to form the input slit of a spectter. Figure 1.8 (c)
shows a representation of the reformatting process.

The enabling technology for ISS are the image slicers, aegaiglesigns are
possible including plane mirrors and fan shaped mirror& [12he use of mirrors make
the ISS particularly apt for use in the IR spectrum as the e/egstem can be constructed
from mirrors.

Figure 1.8 (d) shows an alternate form of image slicer, ttiazd so-called mi-
croslicer. The approach combines a lenslet array to dividdield of view and crossed
cylindrical arrays to turn each pupil image into a slice bpleking the anamorphism
present in the optics [28].

ISS were first developed for astronomy and that is where thilysee a large
degree of application, there have also been examples aofapphs in remote sensing
[29]. Recently in the literature an example of an Image Slicapectrometer (ISS)
for microscopy has been reported [54]. A microscope is usetha fore-optics, the
intermediate image plane from the microscope is re-imagatyla telecentric relay to
the image slicer, whereupon it is reformatted and redicestethat it passes through a
dispersing prism and is subsequently re-imaged via a leaslay onto a focal plane
array. Unlike other image slicing systems the re-imagimgyars designed such that
images of each slice overlap at the detector, this is to ensfficient use of the focal
plane array.

The image slicing approach allows the whole scene to beadlyadind spectrally
interrogated in a snapshot. It offers spectral performamepar with standard single slit
spectrometers, albeit with a longer entrance slit, witlibatloss due to spatial filtering
of the scene from pushbroom techniques. Like all snapshatekeit is still subject to
the trade-off in spatial and spectral resolution due to theefsize of the detector. Since
the data-cube is taken in its entirety with each measurerttenpossibility of real-time
processing decreases as the data size increases. Otlesrwgtudata mining are also
possible with the increased data output, though in manysaagealso advantageous to
acquire the whole data-cube particularly where the paéntgions on of interest are
unknown beforehand.

Multi-aperture and filter array cameras

An effective approach to time-resolved spectral imaging isither distribute different
wavelength information to different portions of the detecrray, or otherwise have a
different detector for each waveband being collected; IRI&sophisticated example of
such an approach. A more straightforward method of achgethis is via filter arrays
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(a)

()

(©)

(d)

Figure 1.9: (a) is an array of cameras with a different bandpass
filter over each separate aperture. (b) is a focal plane array with a
mosaic of filters at different wavelengths dividing it up. The diagram
in (c) shows the monolithic Fabry-Perot mosaic of filters over a
CMOS sensor [113]. Finally (d) demonstrates the basic principle of
operation of the FOVEON sensor which relies on the different layers
of the detector being sensitive to different parts of the spectrum.

over the detector.

Arrays of cameras with a unique bandpass filter over diffecameras is a meth-

odology that offers a robust approach to spectral imagigj $8own in Figure 1.9 (a).

The cost of cameras and filters - in the visible range - in regears has decreased
dramatically and is set to continue its fall. The size of thdividual cameras is on

the scale of millimetres, though the number of wavelengthsmited to the number of

cameras that can be reasonably packed into an appropresie raeking it unfeasible

for large numbers of wavelengths. Issues with differingwigerspectives also place
limitations on the number of cameras that can be tiled inrttasner.

Figure 1.9 (b) shows a tiled arrays of filters placed over a 2f2ctor array with
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different wavelength passbands for each filter [94] . A ®rghs can be used for system,
allowing a simple optical layout, though they do requirendesaicking algorithms which
can be demanding [95].

A particularly potent example of such a design is shown irufggl.9 (c) and
employs a series of Fabry-Perot etalons fabricated momdity and combined with a
CMOS sensor [113]. Fabry-Perots can perform as opticaldjltee central wavelength
can be tuned according to the distance between the mirrdfeietalon. Other filter
characteristics such as the passband FWHM and even the tssiamcan also be
altered. These Fabry-Perot arrays are fabricated anddlaeer a standard CMOS
sensor. The filters can be tiled in a manner similar to a Baydrixnallowing for
both spectral and spatial information to be obtained, thabgre is a trade-off between
the number of bands and the spatial resolution possibldigdayout [56].

Another notable mention are the so-called Foveon sensbishwre a developing
technology that show promise for future applications [98]s the digital analogue of
three-colour chemical films. These films had three layersotgsensitive film, one for
each of the red, green and blue necessary to make a coloue,iiagr to the advent of
digital cameras. Foveon sensors have three layers ofrsitiodop of each other. Each
layer is modified to be sensitive in the red, green or blue pftte visible spectrum.
The combination of the three layers provides a colour imaitfeowt the need for a Bayer
matrix and the interpolation required to generate a fulbaoimage. As this technology
develops it could be possible to directly measure a specatueach pixel [40].

1.4 Hyperspectral Data Analysis

Once the data has been obtained, the processing and amalysti®¥e considered. The
computational complexity of these approaches dependseospibctral and spatial resol-
ution of the datacube, which relates to the size of the ddtasehat end dimension

reduction is often a part of the processing. One of the mostnoon and desired

outcomes of hyperspectral image processing is the classiircof the different spectra
into different spatial regions, with each region corregping to a different spectral class.
Traditionally represented as a false colour image, witfec#ht colours representing the
different spectral classes. This allows for easy visuatisaand interpretation of the

3D information present in the dataset. Many implementatithese algorithms exist,
providing novel and efficient approaches to solving clasaiibn problems in different

contexts.

Waveband optimisation is a process whereby the optimal baawds for measuring
a particular phenomenon are determined. It can be quitdagimi practice to some
dimension reduction approaches, often wavebands thatogsg ar contain redundant
data are removed.
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An important consideration in spectral imaging applicasias that the spectra
associated with each voxel is not necessarily a pure spaattanay be a superposition
of several spectra. To deal with this a process known asrspecimixing is used.

1.4.1 Hyperspectral Image Classification

Hyperspectral image classification relies on comparingg®etra in a particular dataset
to a so-called training set, this training set can be fromexspl library, constructed

from ground truth or extracted from the dataset itself. &elg the training set can be
accomplished via supervised, with user involvement, oupasvised automatic meth-
ods. Spectra from the recovered data-cube are compareceiopée spectra in the

training set. A variety of methods are available to perfonm,ta common metric is the

spectral angle mapper, which takes the inner product of ®atovs and computes the
difference between them as an angle [59].

(1.3)

wherea andb are two vectors being compared, other comparison metriss that are
well described in [59]. By systematically comparing evergdpa in the data set to
the training set, the voxels can be classified into theirgesye classes, this then leads
to the familiar false colour image commonly produced in hgpectral imaging post-
processing. This systematic approach is time consumingsamtbrute force” approach
to the classification problem, it neglects the spatial comepd of the hyperspectral
image. More sophisticated approaches combine spatialpaudral information to make
the classification of the scene more efficient [114]. Thiclsieved by selecting a small
number of wavebands to identify spatial regions and distigects to cluster the data
and reduce the number of calculations required to clagséythole datacube.

Often it is only a small number of objects that are of interest the problem
becomes efficiently extracting the objects charactesdtiom the data-cube. Various
approaches exist for this, depending on the unique chaistate of the object of interest
[114]. The possibility of mixed spectra, the case where feesa in a given voxel is a
combination of multiple basis spectra limits the applicatof these. Spectral unmixing
must be performed before the above techniques can be fuylliedp

Dimension Reduction

Generally the size of datasets can be extensive, makinggsom slow. Dimension
reduction and data compression can be used to reduce transipeanageability of these
processes, allowing for improvements in processing speeeasier interpretation. The
distinction between dimensional reduction and data cossive is that the former does
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not reduce the dimension of the data with the goal of recaostrg an approximation
to the original, which is the goal of data compression. Raihseeks to present the
minimum amount of data required for any processing of theeloslkmension data set,
without a significant reduction in performance.

The simplest approach to dimension reduction involves xengospectral bands.
The removal of these bands depends on the knowledge aeaddiolut these bands.
Often they can contain redundant information or are othewkinown to be unreliable.
This approach is dependent on prior knowledge of specteabaiteristics, which is often
not the case.

Another method of dimension reduction which also involuss optimisation of
squared error is the optical real-time adaptive spectadtification system (ORASSIS)
[14]. This is a modular data processing system, designegifgjadly for use with remote
sensing hyperspectral imagers based on aerial or spaed-pkdforms. To reduce the
dimension of datasets, initially a subset of exemplar giget selected. These exemplars
represent the different pixel classes present in the sc@&weels from the scene are
compared to each pixel in the set of exemplars, generallygusn angle metric. Any
new pixel that is sufficiently different from the pixels inetlexemplar is then added to
the set. The exemplar set is used to create an orthogonal bass creating a reduced
dimension dataset, though the reduction depends on thestiyvef endmembers present
in the scene.

Other approaches to data and dimension reduction exid,dhiactive area of
research with respect to its application to hyperspectatdsets. As hyperspectral data
acquisition improves, the resolution and acquisition dpeedata-cubes increases as
well. This leads to much greater aggregation of data, avichaal datasets are larger
and more are collected, thus requiring faster and neatepaplpes to processing and
visualising collected data in a reduced format so as to leepnetable.

1.4.2 Spectral Unmixing

It is possible that the spectrum at the detector is mixed, aenixture of more than
one distinct substance. This can be due to the spatial tesolaf the sensor being
low enough that numerous spectrally distinct regions baimaged occupy the same
voxel, the measured spectrum from the voxel will be some @oation of the constituent
materials. Otherwise mixed spectra can be the result ofdnnaterials in the voxel. The
term “Spectral unmixing” describes a systematic method byckvthe mixed output
signal is divided into its constituent spectra. These afermed to as endmembers, the
proportion of each endmember present in the signal is edda as the abundances [81].
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Linear unmixing model

The most commonly used algorithms in spectral unmixing aseetd on a linear mixing
model (LMM). In this case itis assumed that the spectral dbones of each endmember
in the scene are linearly related to the spectral intenditgach endmember in the
measured signal. If in a sced endmembers exist each havibglements this linear
relationship can be expressed as:

M
X= Zlais +w=Satw, (1.4)
i=

wherex is aL x 1 measured voxel spectrum vect8iis theL x M matrix whose
columns are thé x 1 endmembers = 1,2,3...M, ais theM x 1 fractional abundance
vector. wis aL x 1 additive noise vector. There are two primary physical traimgs
that can applied to this, namely that all the abundancesllareranegative,

>0 Vi (1.5)

and that the sum of all the individual abundances accoumtslfahe endmembers
present, so

M
_;azl (1.6)

While the linear model is relevant when the endmember digich on the voxel are
in distinct areas of the surface, when the endmembers orotted &re mixed on spatial
scales smaller than the path length of the photons in theungixthen the LMM no longer
holds, as the light scatters off numerous elements and thiegribetween these is non-
linear. These non-linear effects have been recognisedeititdrature and numerous
techniques can be employed to account for them. Although.ki& model is strictly
speaking only applicable in the case where the endmemberareanged in discrete
sub-zones of the entire area of a voxel. Which is rarely the casature.

Despite this the LMM is still widely used as the standard sfa¢anmixing method.
Generally this is due to the complex nature of the of caleutatrequired for non-linear
unmixing. It is important to have detailed knowledge of fetsize, composition and
alteration state of the endmembers present to obtain adiitisn. Non-linear models
are susceptible to errors in these parameters [87].

As itis the most widely used model for spectral unmixing & hamerous different
algorithms that exploit it for different situations [80].e@erally it involves a number of
common steps. A dimension reduction step to reduce compuightcosts, this step is
optional and not used in all algorithms. The set of constitemdmembers that make up
the mixed voxels in the scene are determined. Following thissabundances for each
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mixed voxel are calculated.

Endmember determination

Essentially the goal of endmember determination for LMMoislétermine the spectral
values that will occupy the columns 8in Equation 1.4. This can be done by interactive
or supervised methods which require human involvementreddretation. Automated
or unsupervised methods require no human input.

Supervised approaches to linear unmixing reqaigiori knowledge about the
endmembers present in the scene. This can be obtained loyirsgle pure voxel from
the scene, by comparing mixed to pure voxels informatioruathe mixing relationships
can be obtained leading to estimates for the endmember aboesl [9]. The greater the
number of endmembers obtained from pure voxels the bettergtimates. Since it will
not always be possible to obtain voxels that are 100% pusesibinetimes beneficial to
use an external reference library for comparison. Althotig can lead to ambiguous
results as many endmembers have similar spectra, distinigtimade more difficult
when noise from the detector is taken into account, as wefiossibly atmospheric
effects [53].

Unsupervised unmixing methods avoid human input and tryrexty determine
endmembers. This has the advantage of avoiding the alnalsamid error approach of
supervised methods, while also allowing for repeatabdftyesults.

Non-parametric methods try to minimise an objective fumttusing statistical
information from the data. Generally this can take the fofraquared error, clustering
algorithms have been used for this purpose, such as K-meatisgm algorithms [52]
and others like it [16]. These seek to minimise the objectivection in a number of
iterations to arrive at estimates for the endmembers. Tiijsctive function is often of
a form such that it can be solved simultaneously for both esndbrers and their relative
abundances.

Parametric methods use statistical information from tha dad optimise towards
a particular parametric density function. The performaoicéhese algorithms depends
on the approach [3], there exists methods that incorponatéiriear mixing model into
a stochastic mixing model [111]. Here fundamental endmesndies extracted from the
data, they are assumed to be of a Gaussian distribution. frfammum likelihood
estimates of each hard endmembers parameters are detgérusimg an expectation
maximisation algorithm. Each voxel in the scene is considéo be either a fundamental
endmember or a linear combination of one or more of the furestaah endmembers.
Geometrically, each stochastic endmember is a clustexefgpon the edge of the data
cloud. Each hard endmember has an associated mean, coeaaiach prior probability.
The mixed voxel can then be treated as having their own Gaupsirameters. Unmixing
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then obtains the set of fundamental endmembers that aredbelikely constituents of
that voxel.

Abundance Estimates

Calculating the abundance estimates is performed usingup grbalgorithms classed
as inversion algorithms. This class of algorithms are gahyedependent on some form
of least squares method, that is minimising squared er@jr {Bough in hyperspectral
imaging partial least squares are most common [6]. In a mo1stcained non-parametric,
non-statistical approach the goal is to minimise the eretwben the approximated
spectrum and the real spectrum. Many of the endmember desdion algorithms
also determine the abundances in conjunction with the emtbaes [36], many of the
clustering algorithms mentioned previously also providéhs anda.

The least squares minimisation process minimises theiampt— Sg2. When

no constraints are placed on the minimisation this is reteto as an unconstrained
least squares method. Physical constraints can be applidtetmodel, such as the
full additivity constraintyM, a;, meaning that the sum of all the abundance of each
endmember accounts for the entire measured spectrum. Tthmado the least squares
problem is the same as for the unconstrained case, excéy aarrection term. Another
physical restraint that can be applied is taat- O fori = 1,2...M. However this adds a
great deal more complexity to the minimisation procedureth® minimisation problem
then a becomes quadratic programming problem with linezgualities as constraints.
The approaches that utilise this constraint are known aswegative least-squares [72].

A more statistical approach is to minimise the variance efastimate of, soa"’ .
This requires the assumption that the noise vegtisra zero-mean random process with
a covariance of . The estimator is then given by:

a’ = (S'rt9 s x. (1.7)

This statistical analogue of least squared error has besgrtedifor attempts at real time
processing of AVIRIS data [21]. Variable endmember methoeisteach pixel individu-
ally, using different endmembers for each voxel. As it ighkthat the endmembers
present in a single voxel are a much smaller subset of the emib@rs present in the
entire scene, the challenge then becomes one of selecticy sibset of endmembers
to apply it to. In [43] an unconstrained linear least squarethod is used where
abundance values which are negative are removed during aeruoh iterative steps
of the algorithm, as they have no physical meaning.
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1.5 Motivation for Random Access Spectral Imaging

The previous sections detailed the various approachetirgpimaging. What they all
have in common is that they all collect a full data-cube, tfiothe wavebands might not
necessarily be contiguous, the spatial regions are canisiu

The Random-access Spectral Imaging approach describets ithésis is an ex-
ample of an extreme trade-off of spectral and spatial réisoluthe spatial distribution
of spectral components in exchange for the acquisition ofgh bpectral resolution
voxel. This approach is feasible as the RASI device beingemphted here includes
a conventional imaging channel that acts as a source ofaspafiormation about the
scene.

As with all spectral imaging systems, the RASI approach haarticplar set of
applications for which it is suitable, where RASI fits in theeoadl context of spectral
imaging is shown in Figure 1.3 (a). The higher spectral wggmh can improve the
performance of spectral unmixing and classification athars, as the increased number
of spectral features available helps to increase discatiun between different spectra.
Also the availability of numerous wavebands allows the ussnmoothing algorithms
to help reduce the affects of noise. Further certain spgobfmc techniques such as
Raman spectroscopy are reliant on high spectral resolufiom to the small linewidth
of features present in a Raman spectrum. In conditions where is a high degree of
spatial correlation RASI can be used to measure a subset efsvard, depending on
the distribution of points, the whole classification map barinterpolated.

In general RASI is most useful where only a small number of ntag®ns are re-
quired; but with each observation having a high dimensignah addition to acquiring
the sparse data-cube of voxels, the RASI approach in thissthesvides a conventional
image that can be used to guide and augment voxel gathermg.isSTshown in a later
chapter where an example of target tracking is used to demadaslynamic spectral
imaging. In terms of the three design trade-offs prevalespiectral imaging, exploiting
the multi-object spectrometer design enables spatiabnsgin the scene to be mapped
to the detector. Since the requirement of acquiring a “fddta-cube has been relaxed
and instead a subset of the data-cube is acquired, the isbdetector throughput and
data processing are circumvented. The detector sizeistitslthe number of points that
can be measured simultaneously, but the number of pointbiisaay up to that limit.

1.6 Random-access sampling

The term random-access comes from the field of computerzidnis familiar from
terms such as Random Access Memory (RAM), though the termteacaess is more
commonly used. It refers to accessing an element of a sdt;raftdom-access (direct
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access), any arbitrary element can be accessed in an egeal This is as opposed to
sequential access where the elements need to accessediicagraorder and the time
taken to access changes with position of the element in théhsedifference between
random-access and sequential access is show in Figure 1.10 .

In this thesis, random-access is used in the context of tief petential measure-
ments from the 3D data present in the scene, in essence aelyocarxbe collected; this
idea is at the core of the instrument design that will be dieedrin this thesis. In general
operation this would allow the device to select any spagigion from across the device
field of view and extract the full spectra for that region.

Sequential access
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Random access
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Figure 1.10: Random-access allows the elements of a set to be
accessed in an equal time and in any order; in contrast sequential
access can only access componentes in a particular order. In the
context of spectral imaging, each set element would correspond to
the voxel of the data-cube and a RASI device would allow the voxels
in a scene to be acquired in any order.

In order to construct an instrument to achieve RASI, idea®s fmaulti-object spec-
troscopy are coupled with modern micro-electromechan@etinology, in this case a
digital micromirror device. These will be discussed in tbkdwing sections.

1.7 Multi-object spectrometers

As a prelude to discussing the implementation of the randooess concept, the basics
of multi-object spectroscopy (MOS) will be described. A M@&vice collects spectra
from across a FOV, a mask with a series of apertures (geyeslél) aligned with the
objects of interest is used as the spatial filter for the aeeittrance aperture, replacing
the long slit of traditional spectrometers. This allows ruaus objects to be investigated
simultaneously across a certain FOV [125].

Historically, MOS devices have been applied extensivelgstronomical applic-
ations, generally for measurement of the spectral pragsedf stars and other objects
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(a) Single slit
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Figure 1.11: (a) shows a single slit projé\cted onto an image, its
position is fixed and the spectra on the detector are distributed in
the same manner. (b) shows slits from a multi-object spectrometer
distributed across the scene, aligned with objects of interest; the
dispersed spectra are in different positions on the detector plane and
have different spectral ranges depending in the position of the slit. (c)
shows the apertures from a fibre MOS device aligned with objects of
interest and the reformatted fibre outputs aligned with the input slit
of a spectrometer, so similar to (a) in that respect. Image is used for
demonstrative purposes only and taken from [128].

in the night sky. This is apt in the case of astronomy as théipos of objects can be
predicted and the time-scales over which measurementsectakén is relatively long
[31]. In this regard, it is straight forward to see why MOS aggzhes were first applied
in astronomy. Initially, particular masks could be mackirier a known configuration

27



Chapter 1: Introduction

of stars in the sky, this allowed for long integration timieattwould be an uneconomical
use of a telescopes time if they were performed with a staislagle slit spectrometer,
as the single slit would need to be aligned with each objetvidually.

The position of the slit in the FOV affects how much of the dpdcrange is
incident on the detector, slits at the edge of the FOV willhayart of their spectrum cut-
off, due to the finite size of the detector. This results inf#&otive change in the spectral
in the observed spectral range of the slit, according tasstipn on the entrance aperture
[31]. Different machined masks are used for different canfigjons of objects across
the FOV. Contemporary MOS devices still use solid masks,&spdion’t suffer from any
transmission loss. The advancement of modern cutting tdoby also allows masks to
be created with high precision in a short space of time. NooeMOS instruments use
this approach, as in [116], [11] and [41]

Other approaches to MOS in astronomy utilise optical fibEzsly systems relied
upon rigidly affixing the fibres to plates with holes drilledrfthe fibres in positions
aligned with the objects of interest in the field of view [1L0&3]. These early approaches
were inflexible but had the advantage of being able to measomach larger number of
objects than the multi-slit approach described above. dwgments in the alignment
and positioning by the use of robots has led to the increassegof optical fiore MOS
[112]. The positions on fibres could be re-adjusted in a matteminutes and, the
number of objects was limited by the number of fibres presedtiae size of the detector
CCD. Advances in optical fibres have also expanded the wavBleagges where this
technique can be applied.

Fibre MOS approaches offer the advantage of a larger fieldes? ®nd a larger
number of spectra than can be collected by multi-slit apgrea that use machined
plates. Slit lengths and widths can be altered to match theackeristics of the source
object, while the aperture of fibres are fixed. Fibres alsmdhice issues due to their
transmission characteristics, aperture size and fragiitereas slits are clear apertures
without such characteristics [69].

In general, MOS approaches offer many advantages that capdbed in numer-
ous areas other than astronomy. These advantages include:

» Multiplex advantage: Multiple spectra can be acquired simultaneously

* Resolution: Using a series of slits allows resolution to be function dafwidth in
the same manner as normal long-slit spectrometers andpaftentially the same
resolution as that supplied by any of the most modern spgretph’s.

* Re-configurability : Slit configurations can be altered to account for the spatial
distributions of objects of interest. This is dependentlmmethod and techno-
logy by which the slit positions are altered.
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* Wide FOV: MOS allow for information from a large FOV of view to be colted.

The characteristics of a MOS device are key to the implentientaf the random access
approach to sampling, the possibility of using reconfigleabasks of slits will allow
the collection of spectra from any point across the instminfeld of view. This,
combined with a means of acquiring spatial information gikendom access sampling.
As mentioned previously, the technology that will be usedrtable this approach is the
DMD. The following sections will describe the DMD, its usegeneral and in particular
with respect to MOS applications.

1.8 Digital Micromirror device

The term Digital Micromirror Device (DMD) describes an agati light switch based
on a novel micro-electromechanical system. It is an arramiofors that can be used
to modulate light digitally [119]. Each light switch is anuatinum mirror which can
flip between two states, effectively steering the light ireasf two directions. The
mirror is on a single crystal silicon CMOS (complementaryaheixide semiconductor)
substrate. It is rotated using electrostatic attractie@mfra voltage difference across
the air gap between the mirror and the substrate underned#éthanical stops are
used to limit the rotations of the mirrors, generalyd® or £12°. The mechanical
switching time including time taken for the mirror to setdad electro-mechanically
latch is approximately 1¢is. Recently development kits have been made available by
Texas Instruments which can be used for any application tiarextremely important
characteristic of DMDs is their reliability, they have begmown to work for 100000
hours with no degradation in quality [37].

The DMD has found many applications in various fields, sudn asicroscopy. It
is often used in a conjugate image plane as a dynamic apeftbheeDMD replaces the
traditional diaphragm placed at the image conjugate plaaeconventional microscope,
or the DMD can replace the variable diameter iris used as aétdilter in optical scatter
imaging [35].

Despite its many uses, the DMD does pose a humber of chalemfgen being
incorporated into an optical design. There are limitationgosed by the angle of tilt
of the mirrors on the numerical aperture of the optics. Havdliere are methods of
accounting for these limitations in projector systems [Fsjr example, using a truncated
lens to avoid overlap between incoming and reflected raysyra mlegant solution given
is to use a total internal reflection (TIR) prism. When placedramt of the DMD it
allows the incident and reflected rays to overlap, but sépardhem out according to
their angles of incidence and reflection. Descriptions efdlesign and use of prisms
and various other DMD based projector optics are given i0]&8d [46].
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Figure 1.12: Diagrams of the DMD. (a) is a schematic of two tilt
mirror and their underlying substrates [37]. (b) is a magnified view
of the individual micromirrors with the aluminium removed from the
central one [33]. (c) is a schematic of parallel rays of light incident
on the micromirrors and being reflected in their respective directions
according to the tilt of the individual micromirror. (d) is an image of
a commercial DMD chip.

1.8.1 DMD Applications

The broad range of applicability of the DMD to various andedse applications is
represented in the literature. The key element that a DMDpranide is a degree
of flexibility without the addition of large moving parts. &ke are all based on the
ability of the micromirrors to be switched at high speedsisHection aims to describe
the general flexibility of the DMD and how it is directly reknt to application to the
implementation of RASI.
The most common use of DMDs is in so-called Digital light Batjon (DLP)

systems [119]. These are commercially available projecod other display applica-

tions such as TVs. The basic optical layout uses a light sotlvat is modulated by a
Red-Green-Blue colour wheel to illuminate the DMD chip. Thege of this chip is
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then projected onto a screen or surface. The DMD acceptsiedsignals at its input,
representing these as gray levels of brightness, then utpese, which are interpreted
as analogue brightness levels by the human eye. Variatiostsrequality, optical layout
and cost between different projection systems. LEDs carsbd to replace traditional
light sources and simplify the layout. Limitations impod®dthe switching angles of
the DMD mirrors require some interesting optical layouts;isas truncated optics and
prisms in the optical path to separate the incident and tefldoeams. The design and
improvement of DLP systems is an ongoing field of research [34

The DMD has obvious uses in the field of imaging. The abilityswitch the
micromirrors has been leveraged to enable various formsogframmable imaging. By
forming the image of a scene on the DMD and re-imaging it ordetactor, the dynamic
range of different parts of the scene are modulated to ptesatuaration on the detector.
The modulation is achieved by switching the mirrors betwientwo possible states at
different rates, effectively reducing the amount of liggaching the detector at one of
the detectors. This is referred to as a DMD camera in somddqatiioins [107]. This
also allows various calculations to be performed in theagptiomain leading to feature
detection, appearance matching and edge detection &lgsr{96].

The ability to alter the dynamic range of optical signals bEs® been exploited
in the field of spectroscopy in a similar fashion. In a speueter, a dispersive element
disperses light onto a detector, by replacing the detectibr asDMD and placing the
detector in a plane conjugate to the DMD it is possible tordtte dynamic range such
that weak signals can be detected in the same CCD (chargeecodevVice) frame as
strong signals. The longer exposure time to detect the wesadgeals would otherwise
cause the stronger signal to saturate the detector.

Perhaps one of the richest areas of application is in the dietgptical encoding.
Various approaches to imaging and spectral imaging aredb@sspatial encoding pat-
terns, such as coded apertures in the CASSI system describedysly. The reconfig-
urability of the DMD is a natural way of implementing this, iaallows multiple masks
to be generated and displayed quickly and easily [42]. Tassleen implemented very
successfully in compressive sensing. Compressive sersiag approach to imaging
that allows for a single detector to be used to take a numbereaisurements in a short
space of time and to use the sparsity of the signal to reagmisin entire image at sub-
Nyquist sampling rates [19]. This has been implementedesstally in the visible and
infra-red using DMDs. Approaches to encoding the more cempladamard masks
have also been successfully demonstrated.

The key point here was to demonstrate, in various opticalatitoes the flexib-
ility of the DMD and how it is the natural contender as the dmgpbtechnology for
the proposed RASI modality. It has been used as an imaginge&lsuccessfully and
in spectrometers. The utility of its speed and reconfiglitgkare also apparent for
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application to a multi-object spectrometer.

1.8.2 DMD Multi-object spectrometers

The suitability of the DMD for application to multi-objecpsctroscopy has been well
established in the literature [78]. There exist variousrapphes to constructing a MOS
device, depending on the spectral region and applicatignirements. In the previous
section the numerous and varied possible configuration$viid Dased applications are
mentioned. In this section the implementations of MOS aaghes are described and
discussed.

The first descriptions of DMD based MOS concepts describenegal the poten-
tial of the DMD. These also describe some of the issues assoawith using the DMD,
such as the diffraction effects of the grating like struetaf the micromirror array [79].

One of the earliest attempts at a DMD based MOS is the Rochlestigiute of
Technology Multi-object spectrometer (RITMOS) [93]. Thisas a telescope as a fore-
optic and has an imaging and spectroscopy channels. It usesraumerical aperture
(NA) lens to form an image on the DMD which allows increasegpiasation of incident
and reflected light rays. The imaging channel has a spetyfidabigned Offner relay
to counter the off-axis aberration introduced by the DMDe®pectroscopy channel
uses a transmission grating spectrometer to disperse dgfeécted from the DMD.
Effort was made when selecting apertures to avoid theire@sg dispersion in the
detector plane, and thus overlap between spectra. The RITMEB3Surpose built for
astronomical applications, so its design accounts for alaeNA of the telescope. It
has been used to spectrally interrogate spectral chaisiternn a similar manner to
previous astronomical devices.

The design characteristics of an approach to building a DMOSVHevice are
described in [122]. It has both a spectroscopy and imagimgmeél. A custom built
spectrometer, referred to as a polychromator in the tekityiis. Mirrors and a concave
grating are used and modified Czerny-Turner design is thdtreBuch is made of
the correction of astigmatism correction in the design. &bdity to swap between
two gratings gives it two spectral ranges, 395 to 675 and 6486 and resolution of
< 0.8nm The final system is demonstrated using a paper stained wéh dnd the
output of a mercury lamp. It shows that high resolution sfsciopy can be performed
in a laboratory environment. It also demonstrated the cageired in deciding on a
particular approach to designing a DMD MOS, as the decismnshe placement of
optics, spectrometer setup and imaging channel can haae®tin performance.

A particular advantage of utilising a DMD MOS approach is #idity to select
regions of interest, this is particularly useful in caseswehthere are few objects of
interest and alot of background, natural motion in the scéie natural wastage in a
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datacube that this can correct is considered in [26]. Itriless an approach that advoc-
ates adaptive control for thermal imagers via electroeogigments to yield an enhanced
sensor, given the acronym ACTIVE-EYES. The approach dessrédbcombination of
dynamic range control and spectral measurement. The dgnamge modulation al-
lows the ratio of energy to the spectroscopy channel to leealtto prevent detector
saturation. In cases where there exist extremely brightlesglluminous objects in a
given scene this allows all the spectral information to biawied in a single frame. The
rapid switching of the micromirrors being used to alter tiyaamic range of different
objects at different rates. This also helped restore dyuhgtail to the imaging portion of
the device.

The application to tracking was explored in [98]. A straifgward DMD MOS
setup is used, the DMD is illuminated with a fibre head. Thatmwsof this spot was
then viewed in the imaging channel and tracked. Pixels imegen of the light source,
visible on the imaging detector, are switched and the spetitained. One of the key
challenges for hyperspectral imagining is dynamic scestetfie possibility of extracting
spectral information from moving objects is of interest. tiis instance the simplest
setup was used to demonstrate the principle.

1.9 RASI Design Parameters

This thesis describes a DMD based MOS design. The goal otiglis to demonstrate
approaches to countering the bottlenecks of time-resabpedtral imaging methods.
The previously described implementations of DMD based M@&&ags offer a blueprint
as to how develop this, using a dual channel architecture antimage of the scene
formed on the DMD and imaging camera at a conjugate planeddidD in one
channel. This provides a reference for selecting regionstefest in the scene. DMD
pixels are then nominated and switched to a spectroscopynehaHere the DMD acts
as a dynamic aperture to a spectrometer and the spectrahiation of these points can
be extracted. This provides a suitable architecture fal@emaccess to data in the scene,
neatly allowing any point of interest to be selected, whilaimising the redundant data
collected. This circumvents the issues of data rates of modetectors and 3D data-
cubes, since data collected is based on some criteria oésttthis also cuts down the
need for large scale data processing of high data densyaldges.

The design will be based on a consideration of the propestidse DMD and the
use of off-the-shelf lenses to implement the design and amenial, high performance
spectrometer. The emphasis is on creating a working pra¢otythout the use of custom
optics. Furthermore the particular imaging modality oeneist will be on microscopy
applications, in particular tracking of dynamic objectselpossibility of using targeted
area selection to estimate a full data-cube in a novel mamsiag the unique sampling
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capabilities of the RASI approach is also of interest in gerspectroscopic modalities,
such as Raman spectroscopy, where low signal strength cairedgng integration
times or multiple scans. So the possibility of parallel asiion has potential to increase
data collection rates.

1.10 Thesis Outline

The layout of the remainder of this thesis is as follows. Céagtwill describe the
concept and design factors in detail. Chapter 3 will be a gasan of the prototype
built and experimental appraisal of it. Chapter 4 will deserthe core operation of
the RASI prototype built. An application of dynamic specirahging will be shown,
namely the spectral properties of red blood cells undeggaicharacteristic change in
spectrum while in motion. An approach to mitigating the effief spectral overlap is also
discussed. Chapter 5 demonstrates the system in a diffgreatral modality, namely
using Raman spectroscopy. Novel sampling methods are dématusin this chapter.
Finally, Chapter 6 contains conclusions and recommendafarfuture work.
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2.1 Introduction

The previous chapter described the background of hypergpenaging and the limita-
tions associated with the current instrumentation, it preposed an approach to counter
these via a Random Access Spectral Imaging (RASI) system.chster is concerned
with the practical aspects of the concept of RASI and the dexfig RASI system, to that
end an overview of the implementation of the concept will beg in this chapter. The
basic optical parameters of the system and how they relateettunctionality of such
a system will be described. These aspects range from a pligsierof the properties of
the DMD, the spectrometer and the different possible lagjcag well as their respective
merits. Finally a ray trace model of the setup will be shoving, purpose of which is
to show the necessary overall system layout prior to therexpatal realisation, which
will be shown in the following chapter.

2.2 System overview

The basic concept allows direct spatial access to the gpecintent of, in principle, any
set of voxels in a scene. This allows the acquisition of datel on the distribution of
"interesting” points, implicit in this concept is the regaiment for an ancillary capacity
for observing and identifying the "interesting” points. Ass discussed in the previous
chapter a convenient method of achieving this is via a caimeal imaging channel to
observe the scene, the advantages of this is that it prosideadily understood means
of identifying points across the field of view (FOV), in eftexcting as a source of spatial
information about the scene.

A conceptual diagram of the RASI device is shown in Figure @iMing the basic
layout of the system architecture. Light from the scene iected and imaged onto the
DMD, from there it is redirected into either the conventibimaging or spectroscopy
arm of RASI. As previously stated the DMD is a 2D array of micnwors, each mirror
can be tilted in one of two directions, the spectrometer amyentional imaging chan-
nels are aligned so as to collect light from a particuladitiection, thereby creating the
two channel system.

In the design implemented, telecentric lenses are usech&iniaging and re-
imaging optics of the system; these provide even illumorabf the DMD but require
extra consideration - in terms of alignment - when used in f&@as configuration.
Alignment of the overall system also needs to be considezggecially in the case of
the spectrometer where off-axis effects can severely degpgrformance. As a 2D
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Scene data-cube

{1
\y

Figure 2.1: Optical architecture of RASI. The potential data-cube of
the scene is imaged onto the DMD, from which selected DMD pixels
are switched towards the spectroscopy channel with the remaining
pixels being switched towards the conventional imaging channel. The
relatively few pixels switched towards the spectroscopy channel are
dispersed and the voxels from their positions are recorded while the
conventional imaging channel records a standard colour image of the
scene.

Conventional imaging channel

array there are also diffraction affects that need to beidensd, though the scale of
DMD pixels is on the order of tens of microns so it can be usedrasnaging device
for wavelengths< 1um [39], as has been demonstrated by other works describee in th
previous chapter.

The optical design for the whole system is a series of trdf$aadiere the limits of
the DMD, the lenses, and spectrometer need to be considdmedy with the practical
considerations of alignment and the space envelope intohndli the components need
to fit. The primary purpose of this chapter is to describe tameters of these design
decisions and provide the groundwork for a feasible expembal demonstration of
RASI.
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2.3 Specular reflection properties

The reflective properties of the DMD will set the angles ofdence for any illumination

beam, further the limits on the half-angle of the inciderdiibecone are set by the tilt
of the micromirror. Quantifying the limits these impose nsgpiortant for the choice of
lenses in the design.

Figure 2.2: Coordinate system of a single micromirror.

A single micromirror is a square, flat surface that tilts amglant¢ along its
diagonal, each individual micromirror can be describedhgsa Cartesian coordinate
system with an origin at the center of the micromirror; lighys are represented using a
unit vectord; = (a, b, c), whose properties in spherical coordinates are:

a?+b?+c%=1,
a = cospsing,
N 2.1)
b = singsing,
c=cosb,

where @ is the angle with the x-axis ané is the angle with the z-axis as shown in
Figure 2.2. To understand and describe the incident ancctedleays from a single
micromirror, the vectorial form of Snell’s law of reflectan{/0] is used, which for the
incident unit vectod; gives the reflected vectdr from the surfac&with surface normal
As as:

dr = 2(Ase d))As—d:. (2.2)
The surface normal in the flat state of the mirror will be thanstardk = (0,0, 1),
perpendicular to thay plane. However when the surface is tilted along its diagonal
(x = —y) by an angle, say, then the new surface normal, which can be described in
terms of spherical coordinates as

ds = cospsing i + singsing |+ cosy k, (2.3)
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with possible tilt values o = +£12, can the be simplified to

ds_\/z|+\/éj+cos¢k. (2.4)

Thus for a given incident ray, the direction of the specylagflected ray can be calcu-
lated, for either case @f = +-12.

To maximise performance as a two channel system and allovatbest separa-
tion, the largest divergence between the two possible teflestates - denoted &y, -
is required.By;, is calculated using the dot product of the two reflected \recd} and
d}, corresponding to the values @fof 12° and—12°. Re-arranging the dot product as

B4iv = arccosj?r . d?‘ (2.5)

gives B4iy, Which is plotted in Figure 2.3. The maximum divergence arigdtween the
two possible reflections occurs when the ray is incident gradcular to the tilt axis
on the micromirror diagonal, s¢p = 45°. The maximum divergence between the two
reflected rays is ¢, which only occurs for rays incident with = 45°.

44 40 36 34

g 46|[44][42[40 ]38 30| |34 =
65+t ediv
46

S 45+ 48 —

42
250 38
- | .—34

of, 46| [44][42 |40 |38 [36] [34]=

0 25 45 65 85

0

Figure 2.3: Plot of the divergence angle between the two reflected
vectors as expressed in Equation 2.5 in terms of the angles of
incidence 0, @) .

The choice of value for the ang allows the directions of the reflection for the
two channels to be selected. For a ray inciderfl at 0, the two reflected rays will be
reflected at-2¢, creating two off-axis channels for RASI. If the incident tes = 2¢,
the directions of reflection will be®i.e. in the direction of the plane normal, the other
direction will then be 4 ¢ or 48°.
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In part, the importance of the reflectance characteristich® individual mi-
cromirrors is that they place certain limitations on thef{aaigle of any cone of light
reflected from the DMD. Practically speaking, this limite thumerical aperture (NA)
and f-number {/n), the f /nis given by

f/n— g (2.6)

where f is the focal length and D the diameter of a lens, the $\given by
NA = sinBya, (2.7)

where6ya is the half angle of the cone of light; NA arfd'n are both related by

1

The symbolf /n is used as a shorthand for the f-number, where f-number ig/knb
can be incorporated into the expression, for example, femanfiber of 6, the shorthand
would bef /6, this shorthand will be used throughout this thesis. Tinéilg f /nis set
by the tilt angle,¢, as it limits the NA , if the incident cone angle were largeartlp,
then the mirrors would not be able to switch the whole cone amother channel of the
setup, defeating the purpose of using the DMD as an opticatisw

2.4 Field of View and Etendue

Field of view (FOV) is a metric that describes the extent efshene that can be seen by
a detector behind a lens, generally it is used in the confextens-detector system, but
it can also be used to describe the FOV of the DMD. FOV angle ¢, is given by

20F0y = 2tan—1d2L1?‘, (2.9)
where fis the lens focal length amnlde; is the detector (or micromirror) length. A FOV
can be determined for a more complex lens system using actieffdocal length for
the enitre lens structure. Each pixel in the DMD, or deteatdf have an instantaneous
field of view (IFOV) which can be estimated according to theesif the pixel.

The radiometric performance of an optical stystem is dbsedriin terms of a
geometric quantity known as etendue [24]. Both the apert@@and FOV play a role in
determining the light gathering power of an optical systemetendue is often referred
to asAQ product, whereé is the solid angle. The etendd® is given by:

dU = dAcos8dQ, (2.10)
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wheredA s the surface area eleme#itjs the angle with the surface normal ati@Q is
the solid angle. Equation 2.10 can be determined for a ssgglare micromirror to give:

Figure 2.4: Etendue of a single micromirror.

mdA
(f/m?’

dAis the area of a single micromirror in this case. For a fixed Dk size the light
gathering power of the RASI setup will be set by the f-numbethefbeam incident on
the DMD. In order to improve the energy transfer via the DMBe beam diffraction
limited spot-size should be smaller than a given DMD pixal. cilculating this it is
worth noting that etendue is related to the number of statessingle transverse mode
in a finite area [18] and is related to the wavelength of thadenoy

du = (2.11)

du = A2, (2.12)

where Aygc is the vacuum wavelength of light. Equations 2.11 and 2.XPthan be
related to construct a relationship between wavelengéa and f-number, such that

VA

It is also worth pointing out that Equation 2.13 can be redaged into the form of a
diffraction limited spot size expression:

d=1.22)f/n, (2.14)

whered is the diameter of the spot. Using the relation in Equatid32an upper bound

40



Chapter 2: Instrument Concept and Design

for the maximum f-number that will produce a spot that fits osirggle micromirror
can be calculated using the known value for the micromirize;s2ach mirror has side
length of 106 microns, which gives approximately/12 atA = 800 nm andf /16 at
A =600 nm. Smaller spot sizes increase the irradiance on tchedDMD pixels, at the
cost of image resolution, that is higher spatial frequenhaie not sampled sufficiently to
be detected, this trade-off is advantageous when the DMBIpare acting as dynamic
apertures for the spectrometer arm of RASI, as it measuretrap&equencies rather
that spatial frequencies.

L1 DMD L2 Spectrometer

\:tecmr
Source
r\ /I 1

Figure 2.5: Simplified representation of the RASI system from the
source to the spectrometer for a single aperture on the DMD. Light
from the source is imaged onto the DMD by L1, the DMD aperture
is then re-imaged by L2 into the entrance of the spectrometer after

which it is focussed onto the detector.

Figure 2.5 shows a simplified diagram of the propagationgditlrays from a light
source, through a DMD aperture and onto the spectrometectdet the DMD aperture
will consist of multiple pixels organised into a slit with aight and a width. The etendue
for this slit will be the sum of the contributions from the nher of pixels in both the
horizontal and vertical directions of the slitand j directions respectively, with the
resulting expression being a multiple of the etendue fonglsimicromirror. Thus the
system etendudJgyd is given as

1N NjApmbp

Usys:
whereN; andN; are the number of DMD pixels in the horizontal and verticaédiions
of the slit. The form of this equation is similar to the eteadif a standard slit based
spectrometer, although since the DMD slit is composed afrdte elements of equal
size, the standard slit width and slit height terms have beplaced by a multiplication
of the area of a single DMD pixel by the number of DMD pixels.eT$ystem etendue
should be greater than or equal to the source etendue so gditase the system
throughput, this can be achieved dynamically by alterirggritbmber of pixels used in
the DMD slit according to the extent of the source.
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2.5 Telecentric lenses, off-axis alignment and system layb

This section describes the use of telecentric lenses t@aehiniform illumination of
the DMD to improve the performance of RASI, by ensuring alllight cones incident
on the DMD are parallel. Due to the tilt of the micromirrordedst two of the possible
three input/output channels will have their conjugate efatilted with respect to the
central optical axis of the imaging lens. This off-axis effes accounted for with the
Scheimpflug condition which can be used to calculate theggpijate conjugate plane
tilt to achieve an in-focus image. The Scheimpflug conditioumst also be modified
when used with telecentric lenses. Finally a layout musthmsen that decides which
input/output channels will be imaged from an off-axis piosit

2.5.1 Telecentric lenses

A telecentric lens is a compound lens which has its entramaxio pupil at infinity,
depending on whether or not it is image or object space tetecean example of a
non-telecentric and a telecentric lens are shown in Figde & compound lens with
both its pupils at infinity is said to be doubly telecentrigistthesis uses only doubly
telecentric lenses so these will be referred to as teldcdetises. As a consequence
of their configuration, telecentric lenses provide unifalomination across their FOV,
this is as a result of the central rays of all light cones legihe lens in parallel; this
also results in telecentric lenses having a very low tolegdor wide input angles into
the compound lens [13] which is visible in the diagram of ad¢ehtric lens in Figure 2.6
(b). Telecentric lenses have a number of other useful ptiegerUnlike conventional

(a)

.
——— {1

-

i o |

THHT

(b)

I — I

— I

T

Figure 2.6: (a) shows a Double Gauss type objective and (b) shows a
doubly telecentric lens.(a) has an angular FOV from which it collects
light whereas the (b) only collects light from a tight angular region
(typically < 1° for a good telecentric lens) in front of the objective
lens.
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lenses, the f-number of telecentric lenses stays constiimtde-focus and hence the
magnification, which allows for constant brightness atedéht distances [124].

2.5.2 Off-axis imaging and the Scheimpflug condition

A simplified layout of off-axis imaging is shown in Figure 2tfie object plane is tilted

with respect to the central optical axis of the lens, in caglere the lens cannot be
repositioned to account for the object plane tilt, the impine is also tilted. If the

detector (or DMD) in the image plane is not tilted appromigaithe result will be an

out of focus image; the appropriate tilt angle can be deteethusing the Scheimpflug
condition [89].

Figure 2.7: Basic Scheimpflug co'nfiguration, the image plane and
object are aligned according to their tilt with respect a line perpen-
dicular to the lens central point.

The basic Scheimpflug condition is shown in figure 2.7. Ushegliasic imaging
condition and considering that the object plane is tiltecdbyanglea such that:

1 1 1
— — == 2.16
) Xy T (210
The object tilt is described by:

X(y) =L —ytana (2.17)

and f(L_ ytana)

fon —ytana
x(y) = f+L—ytana’ (2.18)
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The image plane is found &t 0) and assuming that >> ytana. Which leads to:

11 1
T %) (219)

Equation 2.19 is just a statement of the Lensmakers equatia@h requires((0) = L',
The object and image planes intersect wkgn) = X/ (y) this leads to

L
Y= (2.20)

When this is put back into the expression for the object plartaatx(t-) =L—-L=0

tana
and the image plane to ge(+) = o — 5 = 0, showing that the object plane and

image plane intersect in the plane of the lens. Equation @ah&e rewritten as:

fL f tana
/ = —_ = / —_
X(y) = 5 T Ank Ll (2.21)
where f
tanB = mtana, (222)

the magnification of the systemi4 = "iff Equation 2.22 allows the angles for the tilt
of the object and image planes to be calculated.

Object plane

Double side
telecentric lens

Image
plane

Figure 2.8: Scheimpflug orientation of telecentric lenses; reproduced
from [49].

The Scheimpflug condition can be adjusted to account fordleeentric lenses, a
schematic of the Scheimflug condition for telecentric lsriseshown in Figure 2.8. The
resulting relationship between angles in the image andcopjanes of the telecentric
lens [49] is:

tan = —Mtana. (2.23)
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Fore-optic
Flat image plane

Tll lma ]anes\\ 1 Tilted image plane

\\ Fore- optlc
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el bl L --

() (b)
Figure 2.9: Two layouts, the on-axis case and the off-axis.

This is the final equation used when determining the appaitgptilt angles for tilting the
image and object planes and allows the implementation adwsaimaging layouts.

2.5.3 On-axis vs. off-axis illumination layouts

Two illumination options are possible for the DMD layout:-aris and off-axis. An on-

axis imaging configuration has both its image and objectepfmrallel, whereas off-axis
has tilted conjugate planes and requires consideratidreddtheimpflug condition. The
two options are shown in Figure 2.9, the question of on-axisffeaxis is a question of

which of the imaging and re-imaging channels need to hav&theimpflug condition

accounted for during alignment, it will also affect the alagypositions of the different

channels.

In the case of on-axis DMD illumination, the scene image tgwaged directly
onto the DMD plane as in Figure 2.9 (a), this enables the éptéz to be positioned
with relative ease. However both the imaging channel angpleetrometer need to be
tilted appropriately to account for the Scheimpflug comditi This introduces a number
of practical considerations, particularly for aligninggtBpectrometer, as spectrometers
can generally be quite bulky and made with few moving pantadfijjustment. Depending
on mechanical parameters this can be quite difficult, both@thannels are symmetric
about the fore-optic.

The alternative to the on-axis illumination is to use onehef 24 angle of incid-
ence channels, shown as the off-axis illumination optiofigure 2.9 (b). The clear
advantage of this configuration is to enable an easier akgu@f one of the re-imaging
channels. The easiest choice in this case is to place th&@peter in that channel so
that it does not require tilting due to the Scheimpflug caadit Spectrometers already
have numerous potential issues such as chromatic abartaibcan be exacerbated by
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extra-defocus. This significantly reduces the alignmefficdity of this channel, it also
makes it easier to potentially exchange one spectrometeranbther.

In the comparison of the two layouts, it is clear that sinypti§ the alignment of
the spectrometer offers more advantages than simplifyiaddre-optic alignment. The
more extreme tilt of the imaging channel with respect to théDwould also degrade
the performance and make alignment more difficult, but themq@l loss was deemed
acceptable in comparison to the difficulties of tilting theestrometer detector. In the
final implementation the off-axis illumination configurani, Figure 2.9 (b), was chosen;
though if custom aberration correction optics were credteduld potentially mitigate
much of the alignment issues.

2.6 DMD diffraction

Section 2.3 describes the DMD in terms of geometric optitshis section the diffrac-
tion characteristics of the DMD are considered.

The DMD is a periodic array of square mirrors, the mirrors tentreated as
apertures of finite extent which are equally spaced in bodicigpdirections. When the
individual mirror facets of the DMD are switched to eithetloéir respective orientations
the profile of the apertures is that of a sawtooth formatimmmonly referred to as
blazed. This alters the phase of the reflected light accglginin general the size of
DMD pixels is on the order of tens of microns, with the spacevieen micromirrors
of approximately 1 micron. Thus the DMD can be described asgb& coarse blazed,
diffraction grating.

Diffraction gratings split diffracted light at differenhgles according to the wavelength

of the light, angle of incidence and the periodicity of thatgrg elements. Light of a
given wavelength is diffracted into multiple angles, sade of different orders. In a
blazed grating, the standard diffraction pattern is mléigpby an additional blaze func-

tion that acts as an envelope, concentrating most of thdentipower into diffraction
orders within that envelope. The position of these enveddpe the DMD are set by

the tilt angle of the micromirrors and the angle of incidercether the centers of the
envelopes align with the predicted reflection angles obthfrom the specular reflection
analysis in Section 2.3.

In practice, the re-imaging optic can gather the majoritydfraction orders
within its solid angle for wavelengths less than one micR8][the effects of diffraction
often being aggregated into a loss term to account for ligttih collected diffraction
orders [46]. Typically diffraction needs to be accountedigth the DMD in cases
where coherent illumination is used [25], or wavelengtlreaggr than one micron.
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2.7 Spectrometer

The Kaiser Holospec f1.8i was the spectrometer used in ¢higsit was placed in the
reflective channel such that there was no need to tilt it daleg&cheimpflug condition.
It had unity magnification and it contained a volume phasedmlahic grating as the
dispersive element, so it was subject to distortions. Inmaboperation a curved slit is
placed in the entrance aperture, to correct for the distortHowever in this case the
slit is removed and the DMD acts as the entrance aperturediBhation is dependent
on the slit position in the entrance aperture and will varthwdistance from the central
optical axis.

The grating equation for this spectrometer is [10]
AV =cosy|[(sinB1 + @) +sin(62+ @)], (2.24)

whereA is the wavelengthy is the spatial frequency of the gratingis the vertical angle
made by an off-axis ray; is the angle of incidence at the optical agsis the angle

of refraction at the central wavelengi, and 6, are constants for a fixed geometry of
the gratings positiong is the angle between the lateral slit position and the ingos |
optical axis andp, is the lateral angular position between the output lensalpdixis and
the image position on the detector, shown in Figure 2.10. hidrezontal position from
the optical axis in the entrance plane is giverxpyand,x, in the image planey; is the
vertical distance in the entrance/object plapen the image plane. These quantities are
related by

tang =
“h= 11
_ 2
tang =
o (2.25)
Y= 11
_ 2
tany = 2.

The attributes of the grating can be determined using Egu&i24, and certain
known parameters of the grating. Using the centre or desigvelength,Ag, of the
grating and settingl =0yl =0 so@ = @ = 0 andy = O; the relation between the
spatial frequency of the grating and the design wavelersggiven by:

. SinB1 +sin6,

» (2.26)

The linear reciprocal dispersion is calculated from Equafi.24 by differentiating
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(a) (b)
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Transmission grating
Figure 2.10: Spectrometer schematic relating the input position to
the resulting position in the detector plane.

with respect tox; and using Equation 2.26 to get

dA _ Agcosycog 6, + @) oS’
dx, fo sinB; +sinb,

, (2.27)

which is typically expressed in nm/mm. The linear reciptadigpersion is used in
combination with the entrance slit width to calculate thedpal linewidth fAgp) for
a given slit width, by multiplying Equation 2.27 by a slit vifidw, the linewidth can be
estimated as

AAgp = W%. (2.28)
The slit width,w, corresponds to a discrete number of DMD pixels, decreabmwidth
improves the spectral resolution at a cost of optical thhpudg, however it does allow the
flexibility of dynamically altering the spectral linewidtb accommodate measurement

conditions.

Smile and keystone are two distortions common in dispergpestrometers and
involve the bending of light rays in the spatial and spedatiactions. This can be seen
with the variation of the parametg® with respect to the input positions in the entrance
aperture and how it varies with wavelength for a fixed inpudifpon. This is described
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by re-arranging Equation 2.24 into the form

2 1 \12
xp = —fatan | B —sin * |4 / %A V—sin {61+tan1 (%)} . (2.29)

which allows the curvature in the image plane to be calcdlate a function of input
plane position(x1,y1).

(a)
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Figure 2.11: (a) shows the bending of light rays in the detector plane
as a function of input position {xy1) for a single wavelength &90

nm. (b) shows the change in spectral curvature for different input
positions. A grating wittlhg = 590 nm andv = 660.695mnT ! was
assumed.

Figure 2.11 (a) plots the curvature in the image plane asaitumof the slit input
position. The resulting smile distortion is visible frometlourving of the line across
aperture positions for a wavelength of 590 nm. This is imgoarivhen long slits are used
with the spectrometer, though for short slits it has lesscafo long as it is appropriately
calibrated.

Of particular interest is the behaviorsx# for a given input position at a number
of wavelengths, as this will affect the wavelength calilmmatof the spectrometer for
each unique slit the DMD can generate as an input to the speeter. Equation 2.29 is
plotted for fixed input positions to explore the relatiomshetween wavelength an@,
which is shown in Figure 2.11 (b) . The resulting plots exilitaiv curvature across the
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wavelength range, indicating that in the ideal case, sakk#étystone distortion should
be minimal.

2.8 Optical throughput

Equation 2.15 gives the etendue for a slit of widthdpvp, this can be expanded to
incorporate the spectral linewidtihgp) and reciprocal linear dispersioD g—f(‘z) by
relating the width in Equation 2.28 to the number of DMD p#xab

AA

w = Nidpmp = o (2.30)

which allows the etendue for the DMD slit to be related to thewidth of the slit by
substituting into Equation 2.15 to get

mNjdpvp  AA

S SR (2.31)

Sys
Increasing the spectral linewidth increases the etenddehance the power collected
from the source, the power collected from a source of ragians

In order to improve the power collected by the system thedetemust be matched to -
or greater than - the etendue of the source. Spectral linkwah be traded off against
etendue by increasing the number of DMD pixels in the sl&, same as increasing the
slit size in a traditional spectrometer.

2.9 Zemax model

The previous sections have discussed the various aspettts obmponents needed to
assemble the device. This section extends this premisersidaying a Zemax model
of the system. The model will consist of the illumination aredimaging channels as
described in the previous sections, further the Scheimgitunglition and how it relates
to the tilts in the input and re-imaging channels will be mede Telecentric lenses will
be used in the model to help understand their behavior,dyrém objective lens will be
placed before the input telecentric lens to help understiaadietails of coupling light
into the system while also accounting for the Scheimpflugddam. The goal of the
model is to help corroborate the choice of illumination amel advantages it will confer
as well as to help inform the choices of components that vedichto be made to build
an experimental prototype.
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Zemax itself is a commercial ray tracing program that allowscal systems to be
modeled in a realistic physical environment. It can perfeequential ray tracing using
geometrical optics for standard lens components and em@ayon-sequential mode
for portions that require physical models to describe th&cappropagation. It is used
extensively in the optical design industry and appears adamic literature for optical
design. It contains a model for a general MEMs device thatbmadapted to fit the
description of a DMD [34]. This used to create the model ofsystem.

Tilted lens Imaging telecentric lens
0

Source

|

Intermediate image plane

Figure 2.12: The path of light rays from the source, through the first
lens and the tilted lens to an intermediate image plane that is re-
imaged onto the DMD, which is tilted with respect to the optical axis
of the incoming light rays. A close up of the rays incident on the
DMD is shown. The reflected ray bundles are re-imaged by another
telecentric lens onto the final image plane. A close up is shown to
indicate that this image requires no tilt to form an in-focus image.
This will be aligned with the entrance aperture of the spectrometer,
which simplifies the alignment as it removes the need to tilt the
spectrometer image plane according to the Scheimpflug condition.

The model was created using paraxial lenses in sequentidé noombined with
the DMD in non-sequential mode. These can be combined intgéesnodel in Zemax.
The DMD is illuminated from an off-axis angle as describedaimprevious section.
A telecentric lense was used for the illumination, also aangxe objective is placed
before the telecentric lens to help simulate the coupliniggbt into the system in a real
system. The objective portion consists of two paraxial |Jeng that images a source at
a finite distance and collimates the light from the source.efosd lens then focuses
the collimated beam to create an intermediate image plaedgtecentric lens then re-
images this to the DMD. Since the DMD is illuminated from affis, the image will not
be in focus on the DMD. The Scheimplflug condition is used twexxi for this by tilting
the input image, this is achieved by tilting the second lenthe imaging objective.
The form of the objective is chosen to mimic the principlesaafinfinity corrected
microscope, the second lens corresponding to the tube fexgl a microscope.

The model of the DMD constitutes a non-sequential compomedemax. The
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size of the micromirror array can be specified and the numb&MD pixels in the
two dimensions. The size of each micromirror in each diogcis given by dividing the
length of the array in that direction by the number of pixdis.simplify the calculation
time it was chosen to have an array 64 DMD pixels and arrayadiz8.8 x 8.6 mm. This
is the same size as an 102468 DMD array with pixel length of 18 microns, but with
DMD pixels a factor of 64 times larger. The micromirror tilhgles were set ta-12°
and the mirrors were orientated so as to tilt along theiraiads. The above-mentioned
parameters correspond to the characteristics of the DMDaa@ for this device.

Once an in focus image has been successfully formed on the RMBN be
redirected to one of the two possible possible directiotmvable by the switching
angle of the individual micromirrors. One of these diregsavill be normal to the DMD
plane, such that when it is re-imaged there will be no neetth¢ image plane. This
is a consequence of tilting the input image. Itis in this aferthe spectrometer will be
placed, as this makes aligning the spectrometer much sinfptelecentric lens is used
for re-imaging the DMD. The other direction into which ligist switched is similarly
constructed however it is rotated througt? 48d it requires its image plane to be tilted
according to the Scheimpflug condition so as to form an iugdmage. This is where
the panchromatic camera will be placed.

Tilted lens Imaging telecentric lens
Source \GJ ‘ | DMD
! = ; —f—_— =0 3,

Intermediate image plane

—%

Figure 2.13: Similar to the previous diagram, but for the case where
the micromirrors are switched in the other direction. Here the DMD
is re-imaged using a telecentric lens again, but this time the image
plane needs to be tilted according to the Scheimpflug condition to
form an in-focus image. A close up is shown of the tilted image plane.

Figures 2.12 and 2.13 show the two possible paths light ragsravel as given
by the ray tracing software. The aim of this model was to comlhe various aspects
discussed in the previous sections into a single, compksegd for the whole system.
This complete design will be used to help select componentthé experimental real-
isation of the device. Since the paraxial approximationsisdufor the lens components
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in this model it circumvents some of the real issues relatrthe use of physical optics,
these issues include distortion of various kinds, vigngttand scattered light in the
system. However the system will be built with stock compdsgihe model itself merely
offering a guide for the placement of the optics and to helpant for issues such as
the Scheimpflug condition.

2.10 Chapter Summary

This chapter provided an overview of the principle of operabf the RASI device. The

basic principles of the application of Random-access saleictraging were discussed
and how, in conjunction with a DMD, the random-access apgre@uld be implemen-

ted.

The specular reflective properties of an individual micnoori were described,
further the etendue of a single micromirror and how it scaléh the number of mi-
cromirrors was shown. Different layouts of the device foragimg and re-imaging
components were shown and a design that minimised the adighissues of coupling
a spectrometer to the system was chosen. Further the tibindmehaviour of the DMD
as a coarse grating was described and how it relates to tlcelapdehaviour already
described. Distortion behavior of the spectrometer was al®wn as a prelude to
coupling it to the DMD. Finally a Zemax model showing a sirfiplil paraxial model of
the illumination and re-imaging lenses for the DMD was showaluding the necessary
tilts to account for the Scheimpflug condition and an obyectens in preparation for
the inclusion of a microscope as the input objective for theSRéevice, which will be
discussed in the next chapter. This was in preparation éfdaliowing chapter wherein
the construction, experimental realisation and calibratif the system will be discussed.
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Chapter 3 — Experimental realisation

3.1 Introduction

Chapter 2 described the basics of the Random Access SpecageffRASI) layout that
will be implemented experimentally in this chapter. Thestamcted system used off-the-
shelf telecentric lenses to image and re-image the DMD dr®pectrometer entrance
aperture and the imaging camera, additionally a microseaecoupled to the RASI
system entrance aperture to provide an imaging modalitgéononstrating the system.
In contrast to most other imaging systems - spectral or watiser- which have fixed
apertures, RASI uses the DMD as a dynamic aperture; as a, r@selttensive geometric
calibration was required to relate the DMD pixels to the sxa& both the spectrometer
and imaging cameras. Since the entrance aperture widtretspictrometer could be
altered via the DMD, spectral resolution and signal-tose@ould be altered by changing
the number of pixels in a particular slit, which will be quidietd. A further consequence
of using a DMD was the presence of scattering from the backptd the DMD,; this
effect was characterised and a means of countering it pegpos

3.2 System overview

DMD
TL
Mi Ii ><i%QXEd mirror
L1
M2 .
_ Microscope
\ objective
L3
D 4
L2 —
Sample slide
Kaiser Holospec
Imaging spectrometer

E N Illumination
Andor Newton camera

Figure 3.1: Overview of the RASI system layout: L1, L2 and L3 are
the telecentric lenses; TL is the microscope tube lens; M1 and M2 are
turning mirrors to help direct the incident and reflected rays from the
DMD.

Figure 3.1 shows an overview of the whole system, light ctdlié by the micro-
scope objective is coupled into the central RASI system wbatsists of the telecentric
lenses and the spectrometer and conventional imaging drthe system. Mirrors are
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used to simplify alignment of the spectrometer and make yiséemn more compact.

Prior to a more detailed discussion of the overall systemngsttte particulars the DMD,

the telecentric lenses and the spectrometer need to bedegbapon as they affect the
construction and alignment.

3.2.1 Digital micromirror device

The properties of the DMD as an optical switch and the diffoacproperties are de-
scribed in the Sections 2.3 and 2.6; here the peculiarigkging to the construction
of the DMD used in this thesis are discussed. The model of DM&duvas a Texas
Instruments D4100 0.55’ with XGA (1024768 pixels) resolution.

The first point to consider is the tilt of individual micromors along their diagon-
als; even though the mirrors are laid out in a rectangle,ltiegun a diamond shaped
aperture when viewed off-axis. Furthermore the DMD needebet aligned with the
spectrometer entrance aperture so the sides of the DMD ameasy parallel with the
detector pixel sides, or else any slits generated on the DMOldvalso have a diamond
shape on the spectrometer detector. To achieve this, nMiton Figure 3.1 was used to
illuminate the DMD while maintaining the alignment of the MMvith the spectrometer
entrance aperture. This required the imaging and re-ingaghannels all to be offset
vertically; this configuration is shown in the 3D system es@ntation in Figure 3.4,
which shows a computer aided design (CAD) model of the system.

A second point is that extra micromirrors surround the @rarray of 1024«
768 controllable micromirrors. These extra micromirrors a consequence of the
manufacturing process and have the direction of their tdiand are referred to as
a ‘pond” of micromirrors. The light reflected from the “pondf fixed micromirrors
can contaminate one of the system channels, it was purplysditected towards the
imaging channel to avoid contaminating the spectrometanicél.

100

90

— AOI=0'
60 = AOI = 30

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600
Wavelength (nm)

Figure 3.2: Transmission of the DMD window [1].
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The DMD used was fitted with a window designed for the visitite,transmission
spectrum for this window is shown in Figure 3.2.

The DMD is interfaced via an electronic driver board and idradsed in blocks,
the blocks are subsets of the whole array, to which a statenzomd is loaded. Then,
a reset command is given which causes the state to changetiwdfy resulting in the
micromirror switching its position. Individual blocks cdre addressed if it is known
that only a small subset require a change, though this doesreekeeping track of the
addresses. The DMD can also be addressed globally, i.eingeadommand to every
micromirror, though this does not require a change in stateafgiven micromirror.
In general to address the DMD a binary sequence is uploadéwtDMD where the
given value (0 or 1) at a point in the sequence sets the pogifiots corresponding
micromirror, the primary challenge in this regard was gatieg the appropriate binary
sequence. Software was provided that converts monochramays to the appropri-
ate binary format automatically as well as some Labview tions that were used to
integrate the operation of the DMD into a larger setup.

3.2.2 Telecentric lenses

As discussed in the previous chapter, telecentric lengaequired for the illumination,
they are also used to maintain the telecentric conditioheféflected light bundles from
the micromirrors. The telecentric lenses (three were aedythat were obtained for this
prototype were 0.56ilver Seriegelecentric lenses froredmund Optics A summary
of their characteristics are shown in Table 3.1.

Magnification 0.5X
Front Working Distance (mm) 120
Back Working Distance (mm) 60
Working Distance Tolerance (mm) +3
Depth of Field (mm) +21
Front Aperture f/6
Back Aperture f/3
Telecentricity ?) <01
Distortion (%) <03
Mount C-Mount

Table 3.1: Silver Series Telecentric lenses parameters.

To ensure that the incident and reflected rays did not ovetltegplens side with
aperture off /6 was used to illuminate and re-image the DMD, this is showigure
3.1. The larger f-number allowed for the system to be constrlin a reasonable amount
of space without the use of large optics to accommodate alr¢fiections from the
DMD, though as a consequence the etendue of the DMD-lensmyist much lower
than the maximum allowed by the use of lenses with apertufe/ 2.
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Figure 3.3: (a) is the diagram of the internal optics of the Kaiser
Holospec and (b) is a view from the outside.

3.2.3 Spectroscopy components

One of the key aspects of the RASI device was its ability toeoblhigh-resolution
spectra from across the FOV of the device. To that end it waessary to have a
spectrometer with a removable slit, otherwise the slit \wogpatially filter the light
reflected from the DMD. Furthermore the performance of thexspmeter in positions
away from the normal slit position needed to be sufficientltmaspectral measurements
to be performed. Since the DMD was re-imaged by a telecdemgwith magnification
of 0.5X, the size of the open entrance of the spectrometel oy have had dimensions
of 5.4 x 4.1 mm, which was smaller than the actual size of the Kaiser $f@o entrance
aperture.

The Kaiser Holospec is a dispersive spectrometer usinge plalographic grating
and 1 : 1 magnification between the entrance and exit apsrfitbe spectrometer. Itis a
modification on a general purpose spectrometer, but witllditianal holographic notch
filter for Raman spectroscopy using a 785 nm laser. Two gratimgre obtained with
the spectrometer: one for broadband spectroscopy, the fath®aman spectroscopy.
Their parameters are listed in Table 3.2. The dispersionegagiven in Table 3.2 are

Spectral coverage  Dispersion
HSG-785-LF| -34 to 1894cm ! | 2 cnmit/pixel
HVG-590 384.5 to 795.59:m | 0.42nm/ pixel
Table 3.2: Table of grating parameters, the pixel size referenced is
26 microns.

with respect to pixels 26 microns in size, the same as the @anos=d in conjunction

with the spectrometer in this setup. The two gratings weteramangeable, so it was
possible to change from a broadband spectral mode to Ramatiagmopy mode with

relative ease.

The Andor Newtorconveniently comes with an adapter specifically forKlagser
Holospe¢ which makes them easier to use together. The camera alsodoading abil-
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Specification Value

Array 1024x 255

Pixel Size 26 x 26 microns

Read noise aslowas 2.%

Dark current| as low as 0.000&~ / pixel/sec

Table 3.3: Table of camera parameters.

ity, down to -100C, allowing it to reduce some aspects of noise. Other usedohehts
were the extensiveabviewlibrary which allowed for integration and coordination lwvit
other devices.

3.3 Core RASI construction

The opto-mechanic layout of the optical breadboard systeah was constructed for
RASI is shown in Figure 3.4, the layout follows the approackcdbed in Section 2.5,
in that the DMD was illuminated from an off-axis angle of 24ydees, through the lens
L1 and redirected onto the DMD via M1. The issues raised ini&28.2.1 with regard
to the projection of a diamond aperture onto a square deteae accounted for by
rotating the DMD so that it was parallel to the entrance aperbf the spectrometer.
As a consequence the imager channel needed to be directethentens L3 with a
mirror, as it was switched at an angle of 48 degrees, whichired| a more complex
opto-mechanical solution which can be seen in a 3D reprasentof breadboard layout
in Figure 3.4. A light-tight enclosure was placed aroundwele breadboard once the
system was constructed.

As a consequence of this construction, the alignment of gestsometer was
greatly simplified, as the DMD was imaged directly onto thecipmeter entrance
aperture. This was important as due to its bulk, it was thetdifscult component
to mount and align. Other designs either keep the imagingeumiaging planes in the
same horizontal plane [98] and use specialised optics teciior any distortions in the
spectrometer [93].

3.3.1 Custom Microscope for RASI

An infinity corrected microscope was created and coupledhi¢ocbre RASI setup, as
shown in Figure 3.1. The tube lens of the microscope wadtiibeaccount for the
Scheimpflug condition for the imaging lens, as describedeictiSn 2.9 in the previous
chapter, also shown in Figure 3.7 (b). The microscope abgetas a 60X, 0.85 NA
Nikon Plan Fluorite Objective used with an infinity corretteibe lens (ITL200), both
sourced from Thorlabs. The microscope slide mount, whezentitroscope objective
object plane was located, was attached to a motorised @stepptors) translational
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DMD

To spectrometer
Figure 3.4: 3D CAD model of RASI experimental system. The
positions of the imaging and re-imaging lenses are shown, along with
the mirrors M1 and M2 which are used.

stage with three degrees of freedom (Nanomax, MAX343), wprovided a convenient
focussing mechanism for the microscope.

A visible light (Perkin Elmer, Xenon) source was used tonilnate the micro-
scope sample in a Koehler configuration. A schematic of thald¢allumination layout
is shown in Figure 3.6, the source and the aperture stopbatidd, are at conjugate
planes, the condenser projects a completely out of focugentd the aperture stop
onto the microscope object plane, thereby achieving elnithation in the microscope
object plane. A field stop is placed conjugate to the micrpsambject plane to control
the illumination area of the Koehler illumination.

The purpose of the microscope was to provide an imaging ritgdgl which the
RASI system could be demonstrated on a range of targets, otlaging modalities
involving macroscopic imaging have been explored in othenkw
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Figure 35: Breadboard view of setup.
3.4 Imaging arm parameters

The imaging channel re-images the microscope object plan¢éhe DMD onto a de-
tector; effectively acting as a bright field microscope. Theera used was a Lumenera
Infinity colour camera with a 1288 1024 array of % micron pixels. The primary
purpose of the imaging channel was as a reference by whideaify regions of interest
across the RASI FOV and re-direct them to the spectrometemeha This required a
geometric calibration relating the camera pixels to DMDetgx Two other parameters
were of particular interest, the actual RASI FOV and Full-Ruil-Off (FOFO) contrast
of the channel, a common measure for DMD based imaging sgstem

3.4.1 Geometric calibration

The purpose of the geometric calibration of the imaging deawas to determine rela-
tions between the DMD pixels of ind€x, j) and camera pixels, of indgX,Y). Since
for each(i, j) there exists a uniqueX,Y), then the relations

i = fi=fi(X,Y)

] = f]: fj(X,Y) (3.1)
x_gX_gX(ial) '
Y=gv=0v(,j)
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Figure 3.6: Koehler illumination layout.

can be used to describe this mapping between DMD and camegks.pilThe relations
in Equations 3.1 were generated directly by systematiclligching individual DMD
mirrors towards the imaging channel and recording the jwostf the bright spot on the
imaging camera. One issue with this approach was the pondraodrs) mentioned in
Section 3.2.1, which could contaminate the acquired imageswas solved by simply
subtracting a second frame with just the pond of mirroramihated, that is all the
micromirrors pointed away from the imaging channel. Thesespf DMD and camera
pixel coordinates were acquired for an evenly spaced grld\D pixels, a spacing of
64 DMD pixels was found to be sufficient.

The acquired data was used to create interpolating fursfionf; and f;, these
functions were of the form:

fi = ayX + X%+ agY +asY? + ag

(3.2)
fj =b X+ b2X2 +bgY + b4Y2 + bs,

whereay, ap, az, a4, a5 andby, by, bs, bs, bs are fitting parameters. Equations and fit para-
meters were also determined for theelationship, this fitting was done wiMlathematica
The RMS error for the polynomial fit té; was 05 DMD pixels and it was @ DMD
pixels for the fit tof;. Example values for the fit parameters are shown in Table 3.4,
the quadratic terms in the fit are on the order of8@nd 107 leaving the linear fit
parameters as the dominant terms. This is a consequence twhdistortion in the
system, pincushion and barrel distortions are radial distts that bend straight lines
towards and away from the system optical axis; both can beeteddand corrected
using quadratic and higher polynomials.
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@ Koehler l

1llumination §

tube lens coupling light to core RASI, the lens tilt corrects for the
Scheimpflug condition.

a by
=1 0.413 0.891
|=2| 4548x10° 6.920x 107
| =3 1.014 0.658
| =4 | —7.58062x 10 ® | —3.174x 10
| =5 128561 —390466

Table 3.4: Table of fit parameters for an example imager channel
geometric calibration, the fit parameters have units of DMD pixel
per CCD pixel.

3.4.2 Image orientation, correction and contrast

Due to the orientation of the camera with respect to the DMiB,image of the DMD

Is rotated on the camera, this can be corrected to recove?24<1068 array using the
geometric calibration data. The rotated image is not a datiilg issue and could be
corrected by rotating the camera, but it was decided to cobthes issue in software,
the primary motivation for transforming the camera imagefra trapezoid shape to
a rectangular image was to simplify visualisation of thengce An example of the
correction is shown Figure in 3.8, a regular grid of squasedisplayed on the DMD

and the raw image is transformed into a rectangular image.

Three other examples of DMD images are shown in Figure 3&fitst shows a
checkerboard pattern that was generated on the DMD itsdlfaas transformed using
the image correction procedure. Figure 3.9 (b) and (c) shaages of microscope slides
in the object plane of the microscope. In all cases it posdsiblsee that the images
in the centre are in focus and become more blurry in the tdpt agd bottom left of
the images, this was due to the camera not being tilted sardtigi for the Scheimpflug
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@ (b) (c)
Figure 3.8: (a) is the raw image as seen on the detector, (b) is the

mask pattern uploaded to the DMD and (c) is the corrected version
of the raw image.

condition to be fulfilled, though performance was deemeepiable; this blurring could
be improved upon using a camera mount with a more robustontatechanism.

.

(a) (b) (c)
Figure 3.9: (a) is a corrected checkerboard pattern that has been
displayed on the DMD. (b) is a microscope slide with 5 micron
diameter dots that has been corrected. (c) is also an image of a
microscope slide, this time of a Pumpkin Pollen histological slide.

A particular metric for contrast in DMD systems is the Fulr®ull-Off (FOFO)
comparison [92], which measures the difference betweeth@lDMD pixels switched

towards a channel and all the pixels switched away from theesghannel; the FOFO
contrast was measured to be 0.98; contrast was defined as

Son— Soft
C=—— 3.3
Son+ Soff’ (3.3)

where S, was the pixel signal value from the DMD pixels switched on &gk the
value from the pixels switched away from the channel. Canraraéds in the two states
were captured, converted to grayscale and a region of 20 lpix20s in the centre of
the image was chosen, the pixel values of which were avertagdetermine th&,, and
St values. FOFO contrast was important because it measuezs affscattering from
the backplane of the DMD on the imaging channel which redtleesontrast present in
any image acquired. The closer the value of C to 1, the snmtakeaffects of scattering
on the overall performance of the imaging channel. It isblésin the images shown
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in Figure 3.9 that the affect of scatter is less significarihamimaging channel than the
affects of alignment and the Scheimpflug condition.

3.5 Spectroscopy channel parameters

The spectroscopy arm of RASI uses the DMD as a dynamic apeatine spectrometer,
as a consequence there are some key differences between RASharmal dispersive
spectrometer system. An extensive spectral calibratiededto be performed similar to
the geometric calibration of the imaging arm, but includihg wavelength dependence
between DMD pixel and spectrometer camera pixels, thivclon was performed
using Matlab. Another consequence of the dynamic apeubat the spectral linewidth
and signal can be varied by the changing the number of piredssiit.

3.5.1 Geometric and wavelength calibration

Each DMD pixel of index(i, j) acted as an aperture to the dispersive spectrometer, the
image of the aperture was dispersed on the spectrometerazavhieh had coordinates

of (x,y), as such each DMD pixel was related to a set of camera pixéis. tlansform
between DMD and camera pixels can be summarised mathethatisa

(i,§) 5 (%%, A).

In practice it was necessary to generate a series of fursctiat would allow the predic-
tion of the(x,y) coordinates of a particular wavelength for a given DMD pixel

X= TX:T)((i,j,A)

(3.4)
y: Ty: Ty<i7j7)\)

The two different gratings required different calibragosince they had different spec-
tral ranges (Visible and IR) and different light sources wased for each grating. For
each grating calibration, a grid of points across the FO\Weddo be gathered at mul-
tiple wavelengths, these grids of points were used to iotatp the spectral calibration
across the whole DMD, as exhaustively gathering data fon €&dD aperture would
be excessively time consuming. A super-continuum sourceusad as the calibration
source for the visible grating and a commercial Neon lampuwsasl for the IR grating,
different data gathering strategies were used for therdiffiesources.

The super-continuum output was a white light spectrum invtbibdle and it could
be coupled to an acousto-optic tunable filter to allow cdmtver the output wavelength.
The output from the super-continuum source was coupleddcetitrance port of the
system and the DMD was illuminated evenly. Using the AO fileesingle wavelength
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was selected, this was done in steps of 10 nm from 480 nm to B9@nd individual
micromirrors were switched towards the spectrometer. &on enicromirror, a measure-
ment was taken at a number of different integration timeshere was a number of dif-
ferent measurements of the same location on the DMD, thpekedounter any variance
of the light intensities at different wavelengths, whicltvgahe wavelength dependent
position of the light reflected from the micromirror. The @d&tom the multiple frames
was used to extract the centroid in each case, these valuesawsraged, and a standard
deviation taken, points with high standard deviations weraoved from consideration
as the high variance indicated some error in the data atigniscaused by either light
from an outside source interfering with the calibrationexment or fluctuations in the
output from the super continuum source. In this way a grid@mh{s across the FOV
at a given wavelength was built up. This process was therategeover a number of
wavelengths to build up an array of data describing a gridoarigs on the DMD array.
The output from the calibration was then formatted intoesedf arrays combining the
DMD coordinate, CCD coordinate and wavelength.

Spectrum of neon lamp from 800 nm to 920 nm
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Figure 3.10: The reference spectrum used to charecterise the neon
lamp and for comparison with the spectrum obtained by the RASI
system for calibration.

An alternative approach for gathering data was used in tee o&the infrared
sensitive grating, a neon light source was used to providespiectral lines for calib-
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Wavelength igm)
810.58
811.58
826.56
841.01
842.75
852.44
912.54

Table 3.5: Wavelengths from the Neon light source

ration. To facilitate this, the neon lamps spectrum was mregswith an independent
spectrometer (Ocean Optics HR4000) in the spectral regi@nn&dto 960nm The
reference spectrum is shown in Figure 3.10 and a list of theelgagths of the spectral
lines is given in Table 3.5. It should be noted that the Neamplased was a commercial
Neon lamp, not a calibration standard, the Neon lines medsio not match up with the
positions of standard Neon lines and other, expected sppéotrs are missing, indicating
that the lamp used was not a pure source. The lamp still pedviduseful calibration
source as it provided numerous spectral lines over the sagespectral range of the IR
grating.

The light from the Neon lamp was coupled into the front opfithe RASI setup
and the DMD was illuminated. DMD pixels were then systenalycswitched to-
wards spectrometer, the spectral lines appearing on tleetdet resulting in multiple
wavelengths being captured at once, unlike the approacig uke super continuum
source where a single wavelength was captured at a time. &sexira steps were
required to extract the correct relations between DMD gixeld the centroid positions
of different wavelengths on the CCD frame. The strongest sgdate was the 8158
nm line, this was used as a reference to label the other knpectral lines according to
their positions relative to the 8138 nm peak. The last wavelength, 982 nm was at the
edge of the spectral range of the camera, so as the DMD pixels scanned across the
input aperture the final spectral peak would "walk off” of fineme, as demonstrated in
Figure 3.11. Once the peak positions were extracted thewdeddabulated in the same
manner as the results obtained using the super continuuroesolhe outputs from the
calibration process were then formatted into a series dbgsf coordinates of the DMD
and CCD frame at the wavelengths of the Neon lamp. Similar t@mthput from the
process using the super-continuum source, once the daibi@data was obtained and
formatted, the same calibration procedure could be apptidsbth cases. The DMD
contains 786432 individual micromirrors, so of necessigy grids for each wavelength,
which was a small subset of this, was an evenly spaced gridpmints spaced every 64
DMD pixels. This reduced the time taken to collect the calilan data as the values in
between the collected points were interpolated.

The first step once all the points were gathered was to genaratnterpolated

66



Chapter 3: Experimental realisation

1=960]=182 =960 j=256
35 50

30
40
25
30

20

15

Intesity (counts)

Intesity (c

10H

L L L L L L L Il _ L L L L L L L ]
0 100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
Pixel number Pixel number

=960 j=320 =960 j=384

Intesity (counts)
Intesity (counts)
N
S

I I I I I I I , - I I I I I I I ,
100 200 300 400 500 600 700 800 0 100 200 300 400 500 600 700 800
Pixel number Pixel number

Figure 3.11: Example of sets of spectral lines on the detector and
how the 912 line is shifted off the detector as the DMD scans across
the entrance aperture of the spectrometer

1024 x 768 array for each wavelength collected, in order to fill ie thlank spaces
between the collected data points. This was achieved byingealattice of size 1024
768 and using the collected data points as nodes in thedatttie points in between were
interpolated using a triangle nearest neighbor intermyaifwo arrays were constructed
for each wavelength, consisting @f j,x) and(i, j,y). Each of these grids contained the
relationship between DMD pixel coordinates and eitherxtbey pixel coordinate of the
camera.

Once the grids had been populated it was then possible toajeribe wavelength
calibration for a large subset of the possible DMD pixels.e Tvavelength calibration

related wavelength to the CCD pixel coordinates and was getkréor bothx andy co-
ordinates - by fitting the wavelength and camera pixel datéained in the interpolated
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Figure 3.12: Fits to the horizontal coordinates of the camera and
wavelength, each fit is associated with a particular DMD pixel of
coordinates (i,j).
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Figure 3.13: Fits to the vertical coordinates of the camera and
wavelength, each fit is associated with a particular DMD pixel of

coordinates (i,j).
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Figure 3.15: Fits to the vertical coordinates of the camera and
wavelength, each fit is associated with a particular DMD pixel of
coordinates (i,j) for the infrared grating.
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Figure 3.18: The fitting parameters fit to a third order 2D polynomial
for the infrared grating calibration in the horizontal direction.
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Figure 3.19: The fitting parameters fit to a third order 2D polynomial
for the infrared grating calibration in the vertical direction.
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(a) Absolute difference for horizontal case
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Figure 3.20: The box plots show the mean and upper and lower
quartiles for the difference the coordinate values and the coordinate
values recovered by the calibration relations. This is shown for
each wavelength at which data was collected and for both cases of
calibration relation, the vertical (y) and horizontal (x) directions.

grids to polynomial equations of the form

(3.5)

whereg, andb, parameters are fit parameters. Examples of the fits of theiegadrom
various points are shown in Figures 3.12 and 3.13 for thediraxad spectroscopy grating
and in Figures 3.14 and 3.15 for the IR Raman grating. Thesangers are unique for
a given value of DMD pixeli, j), so each is a function of DMD index such ttati, j)
andby (i, j), wherel is the subscript of the fit parameter, the number of fit pararset
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(a) Absolute difference for the horizontal case
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Figure 3.21: Box plots for the Infrared grating calibration, similar

to the box plot in Figure3.20. The error for the 912 nm data is much
higher than other wavelengths, most likely due to the smaller number
of points available to generate the calibration relations, which is a
result of the “walk off” of that wavelength, demonstrated in Figure
3.11.

was set by the order of the polynomial used for the fit, giveh esEquations 3.5. The

parametersy andb; were determined ovét, j) by interpolating their values using a 2D
polynomial with the DMD indices as the variables. The polymal used was

K K
ai,j) = apu Pj*
(i, ]) pZOk; pk

P K
bii, )=k S Bpud®i*

p=0k=0

(3.6)

. This was calculated for every valuelothe results of the fit are shown graphically for
the broadband grating in Figures 3.16 and 3.17 and for the IRaRagrating in Figures
3.18 and 3.19, which shows how the different parameters eeey the DMD surface,
four fit parametersl(= 4) were used for the wavelength calibration in the case of the
broadband grating, valuesBf= 3 andK = 3 were used for interpolating each of the four
wavelength calibration parameters over the whole 10268 DMD array. For the IR
gratingL = 3 was used and they were interpolated ustg 5 andK = 5 polynomials.
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It was found that using multiple fit parameters improved tkerall accuracy of the
interpolation process, when looking at the fits in the hartabdirections, it seems like
a simple linear fit would suffice to describe the wavelenglibcation. However when
fitting over the whole DMD array having smoother variatiossaaesult of higher order
polynomials was preferable to the concentrating all thétian in two fit parameters.

Using Equations 3.6 it was then possible to incorporatdnaltilibration data into
a pair of equations, given as

L
Xii0) = 3 @i, ) x A

0 (3.7)
y(lvjv)\) = zbl(l,J) X)\I

=0

which were dependent on DMD pixel and wavelength. Givenghagues, which were,
in principle, always within the users ability to know, thesgmn of the spectrum for any
DMD pixel switched towards the spectrometer could be cateal.

Figures 3.20 and 3.21 show box plots of the absolute difteré&etween the values
for camera pixels calculated in the final form of the calimatelations in Equations 3.7
and the original values from which the interpolations weemayated. The box plots
were calculated for each wavelength that was collected¢cdinéral line in each “box”
of the box plot shows the median value - the second quartilleilewthe top and bottom
show the 25th - the first quartile - and the 75th - the third tjlear percentiles. Both
the horizontal and verticak(andy) fit results are shown for each grating calibration.
Most noticeable is the large error for the 912 nm horizontalrdinate in Figure 3.21
(a), this is due to the “walk off” of that wavelength across OV, resulting in less
points available for the interpolation, however since tla@length is only present for a
portion of the FOV of RASI, its higher error has less affect ba dverall performance
of the calibration relations. The results are expressedlypur terms of CCD pixels, as
that is what was necessary for extracting spectral data fnenCCD, the results can be
converted to distance values by multiplying by the CCD pixatsof 26 microns.

Itis noticeable in the plots of the vertical fit parametersf@ interpolation, shown
in Figure 3.17, that the data points vary with a higher-opidgtern than the interpolation
function used. This affect is most noticeable at the edgésedfield where the deviation
between the interpolation function and the data points istwigible. As a consequence
the interpolation function smooths out this feature of thtagdwhich could contribute to
the measured error between to data points and final intérpolainctions. The absolute
error between data points and interpolation function showtine box plots in Figure
3.20 (b) show the scale of any error introduced to be less2i@@D pixels. The affects
of higher order aberrations are more pronounced at the ddge system FOV, as is the
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case in the plots in Figure 3.17, which is the likely causeuohsvariances.

y coordinate direction

100 200 300 400 500 600 700 800 900 1000
x coordinate direction

Figure 3.22: Demonstration of using the calibration data to show the
region illuminated by DMD pixels.

As a demonstration of the calibration relations, the DMD whsninated and
some micromirrors were turned towards the spectrometeen,Tasing the calibration
relations the position of the light on the CCD was predictede €ktent of the light is
marked on Figure 3.22. The red lines were drawn onto the CCDeftasing the values
predicted using the calibration equations.

The calibration relations determined in this section foh@ tore of using RASI,
any practical attempt to perform spectroscopy requiresviedge of these relations.
The approach employed is used to ensure that the calibredioie applied across the
field of view, hence the focus on creating grids of parametasusing them to create
interpolating functions that can be used to easily extrata §om anywhere in the CCD
frame. The processing of data was handled by Matlab and thkecftibration relations
were written as Matlab functions.

A spectral extraction algorithm was written which takes khewn information,
DMD slit position, slit length and slit width and uses theilbedtion relations in Equations
3.7 to return, depending on the length of the slit, an arraytaining the CCD counts
values for every wavelength along the rows and the spafiatrmation in the columns.
The rows and columns were aligned so as to correct for anyatuner in the spectral
positions. This information could then be stored and preegsvithout storing the whole
CCD frame.

3.5.2 Spectral linewidth

Spectral resolution is a measure of the ability of a speattemto resolve spectral
features into their separate components. The definitiorpettsal resolution in the
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optical regime is given as “Wavenumber, wavelength or fesmy difference of two
still distinguishable lines in a spectrum” [91]. The red@a is governed mainly by the
slit width and the reciprocal linear dispersion as givengué&tion 2.28, which gives the
theoretical spectral linewidth. As an example, the lineaiprocal dispersion of the IR
grating used for Raman spectroscopy was®2 !/ pixel, which could be converted to
nanometres to give 0.137m/ pixel, where the pixel size was 26 microns. In order to
compare the estimated value, the spectral linewidth wasuned directly.

A peak from the Neon lamp was chosen, 826.5 nm, and was meldsuifferent

slit widths. The measured peaks for different slit widthe sinown in Figure 3.23 (a),
where the width of the peaks is seen to increase with the aserén slit width. By
fitting a gaussian function to the peaks it was possible tones¢ the full-width half
maximum of the peaks and therefore measure the actual apkeéwidth for a given
slit width. The measured spectral linewidth (FWHM) is showrFigure 3.23 (b), where
the estimated and measured spectral linewidth are showenmBasured values for the
FWHM align with the estimated spectral linewidth, the slighinstable behaviour of
the measured linewidth is likely due to fluctuations in thépoti from the Neon lamp.
Since each input slit to the spectrometer consisted of aetesaumber of DMD pixels,
the different slit widths were expressed in terms of the neind§ DMD pixels used in
the slit, the physical width of a slit could be calculated byltplying the number of
DMD pixels by the length of a DMD pixel, 10.6 microns, and thagnification between
the DMD spectrometer entrance aperture, which was 0.5X.

(a) Peaks for different slit widths (b) Measured spectral linewidth and calculated spectral linewidth
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Figure 3.23: (a) are the 826.5 nm peak from the Neon lamp for differ-
ent possible slit widths, the peaks become broader with increased slit
width. (b) shows the measured FWHM of the peaks for different slit
widths, the expected spectral linewidth is also plotted on the graph.

For the case of the broadband diffraction grating, Equai@8 also applies and
the spectral linwidth can be similarly estimated for diéfet slit widths. Slit widths of
5 and 10 DMD pixels give spectral linwidth values of 0.43 nnad &85 nm, using the
dispersion data from Table 2.28.

When selecting a slit width, the two primary consideratiorss laow the width
affects the spectral linewidth of measurement and how thevglth affects the amount
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of light collected. In the case of discrete spectral featgech as emission lines it is
important that the image of the slit on the CCD occupies three CiREIgpto resolve
the peak fully, the slit width can be chosen to accommodase #When a continuous,
broadband light source is present the spectral resolusidine smallest element of the
spectrum that can be isolated. The system throughput isesesith increasing linwdith
as expressed in Equation 2.31, as the larger the slit the igbtecan enter the spectro-
meter, improving the signal to noise, which will be discuk&ether in Section 3.7.

3.6 Stray light analysis

Stray light is often defined as any unwanted light presentmiroptical system. The
sources of stray light are many and varied, ranging from umedhdiffraction orders
generated by unintentional gratings to scatter from rougfases or surface contam-
inants. Numerous other causes of unwanted light can alsor,odepending on the
circumstance. Most imaging devices suffer from stray lighften the signal-to-noise of
spectrometers can be limited by the presence of stray I§hthese sources occur in
the RASI system, with the addition of light scattering frora MD itself. The goal of
this section is to describe the stray light in the system arftetp quantify the effect it
has, while also demonstrating methods to help mitigatefiéests. The other issue that
will be discussed is the issue of spectral crosstalk; whitea from the stray light that
occurs outside the boundaries defined by the calibratiaioals.

3.6.1 Sources of scatter

In this section some of the sources of scatter are identifiddigscussed, the steps taken
to reduce their effects are also described.

To help eliminate environmental lights such as from roorhtg computer mon-
itors and other erroneous sources of light a light tight eswte was built around the
core RASI setup. Any LEDs (light emitting diodes) on the immggcamera or the DMD
driver electronics board were blocked as well, as they waaldnside the enclosure.
One of the primary sources of scatter was from the DMD itself.

The DMD was much smaller than the maximum FOV of the telegeignses,
or the microscope that was coupled to it. As a result the ¢eleic lenses illuminated
the DMD active area, including the pond of fixed micromirratsich were permanently
switched towards the imaging channel. The telecentricgatso illuminated the metal-
lic casing around the DMD which caused further unwantedctdias inside the system
enclosure. Though since telecentric lenses were used,lighlyrays which fulfilled
the telecentric condition were able to pass through. THigduereduce the affects of any
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diffuse reflection from the DMD and stray reflections thatwlod arrive at the appropriate
angles.

Behind the micromirrors was a backplane on which the micrarsrwere moun-
ted, this was also a source a source of stray light. Lightwdysh were incident between
micromirrors could scatter under the micromirrors befargpagating into the FOV of
the re-imaging lens [51]. Light could also scatter from tllges of the micromirrors.
Unwanted rays hitting the detector cause a reduction irrastytwhich is a phenomenon
common to DMD-based systems[23] [92].

3.6.2 Stray light analysis

To help understand the effect of the stray light, a measutkeo€hange in background
was recorded at numerous different intensities and intiegrémes and compared to the
non-illuminated values. The DMD background was measuretlibiyng all the pixels
away from a channel and measuring the values recorded byetketdr, a mean value
of the whole CCD was calculated to show the dependence of tHeggtmamd on the
illumination intensity and to demonstrate that even whénha pixels were switched
away from a channel, light scattered from the DMD was stdial@ng the detector. The
results of this are shown in Figure 3.24, the blue dots inditlae background in the
absence of all light, that is the light source to the systera switched off. The data
was taken at numerous integration times, so the increasduweat® the increase in noise
associated with the detector for the no-light case. In tkealidase when all the DMD
pixels were switched away from the channel, the result shbalthe same with the light
source switched on, as the channel would be effectivelyched 'OFF’, though with the
affects of scatter from the DMD this was clearly not the casden the light entering
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Figure 3.24: Demonstration of the increase in background as the
amount of light incident on the DMD increases.
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the system was increased, the value of the background sextealearly showing the
amount of scattered light was dependent on the input lightaa be seen from Figure
3.24.

3.6.3 Spectral crosstalk

Another cause for concern was the possibility of crosstatwben adjacent spectra.
Crosstalk was light from the one slit affecting the measurdgnme a nearby slit. The
crosstalk was investigated experimentally by opening glsislit, then extracting the
spectral information from the spectral track associatet thiat slit. The spectral track,
is shown in Figure 3.25, the counts from inside the track lmen removed in software
so only counts on the detector that have extended beyongéuwtral track are shown.
The crosstalk extends at least two CCD pixels above and belewgéctral track and
is on the order of A% of the number of counts in the spectral track. The extratsou
would appear in any spectral track opened adjacent to tble steown in Figure 3.25, and
would be ambiguously mixed with the true spectral inform@atirom the slit. The scale
of the problem is minor and can be easily avoided by allowiegioal space between
DMD slits.
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Figure 3.25: Region surrounding a spectral track, the values between
the red lines have been set to zero so as to show the spreading of light
beyond the lines predicted by the calibration.

3.6.4 Stray light correction

Section 3.6.2 discussed the issue of stray light in the systiemonstrated in Figure
3.24, as a background affect that increases in proportidhetancident light intensity.
Since there were no moving parts in the system and the onbcadipat changed from
measurement to measurement was which directions the mictooswere switched, it
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was possible to treat the stray light as a constant backdrotmorder to correct the
background a correction frame could be acquired separatelysubtracted from the
measurement frame to account for the stray light.
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Figure 3.26: (a) shows the spectrum of the light source without the
background subtraction and with the background subtracted (b) is the
ratio of the two cases, while the difference is relatively small, it is still

appreciable.

An example correction is shown in Figure 3.26 (a) where thecspm of the
illuminating light source is shown without a backgroundtsattion correction and with
the background subtraction. A ratio of the two is shown inuirég3.26 (b), showing
that there is a noticeable difference caused by the backdrooise and that it can be
corrected, subtracting dark frames is of course a normaigoiaral element in most
spectroscopy so this approach requires no extra processisigps when determining
spectra from the CCD frame.

Background subtraction has been used successfully in ofipications where
DMDs are used in imaging and spectral imaging systems [8Bjit@ate the effects
of background scatter from the DMD. More sophisticated méshof quantifying the
scatter from DMDs have been employed in the literature feating a scattering model,
though this is still an active area of research [50].

3.7 Signal to noise considerations

The signal-to-noise (SNR) ratio compares the signal to thsenpresent. Signal in
this context are the photons from the object of interest dp@nvestigated, whereas
photons from stray and scattered light such as those descinbthe previous sections
are considered as noise. Regardless, all photons alsolrdatifoisson or shot noise,
which was why limiting stray light was important. In a CCD otimeise sources are the
read noise and dark-current noise, which are both intritasibe camera.
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Read noise is the noise of the on-chip amplifier which contbg®lectrons to an
analog voltage. It can be quantified as

ORN = 4/ RNznpix (3.8)

where(RN)? is the readout noise per pixel angi is the number of CCD pixels in the
measuring aperture. Read noise can be reduced by averagingstogether, which res-
ults in an improvement by a factor of the square root of the lmemof frames averaged.

The other intrinsic noise component is the dark noise, whichconsequence of
the generation of thermal electrons termed as dark cutrestis described by

whereDN is the dark current i~ /second pixel andt is the exposure time. The dark
current can be reduced by employing cooling, whichAneor Newtorallows, down to
—10C C.

The remaining noise characteristic, is the intrinsics phair "shot” noise of the
signal itself. This is described by Poisson statistics. iAogdent photon flux, say?
given in units ofphotong pixel/secondfor convenience where pixel refers to detector
pixel not DMD pixel even though the aperture is set by the neinad DMD pixels, shot

noise is calculated from
Oshot = 1/ Npix(P -+ B)Qt, (3.10)

where Q is the quantum efficiency which gives the conversetméen optical power
and electron current generatdglis the unwanted background light including the stray
light scattered from the DMD.

The overall signal-to-noise combining the three diffeneoise sources is then

SNR= .
v/Npix(P + B)Qt+ Dnpixt + RN2npix

(3.11)

The power collected by the system given in the previous @napés in terms of the
numbers of DMD pixels in the aperture, which will set the nembf CCD pixels which
light will be incident uponpypix, used in the SNR equation,y itself gives the number
of pixels in the area of the CCD under consideratiomge= nxny, which can be related
to the number of DMD pixels by the magnification between the®ICD camera and
the relative sizes of the pixels, which gives 1 CCD pixel as 4AMIDpixels in terms of
the ratio of lengthsnyy is then given as

Npix = NNy = (4.9N) (4.9N;) = 24NiN;, (3.12)
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Combining Equations 3.12 and 3.11 gives

SNR— 4.9,/NiN;PQt 7 (3.13)
v/ (P+B)Qt+ Dt +RN?

which shows the SNR expressed in a discrete form, which candseased with the
number of DMD pixels switched towards the spectrometer. @enisig also Equation
2.31 where the etendue and consequently the power are sggdrasterms of spectral
linewidth, the trade-off in a given measurement betweentspdinewidth and SNR can
be related.

3.8 Chapter summary

This chapter has given an overview of the experimentalsa@din of RASI. A summary
of the critical components was given, including various kayameters. The construc-
tion of RASI was detailed, with a 3D CAD representation of thela shown and the
various construction aspects discussed. Furthermoreath&raction of a custom mi-
croscope was outlined including a description of the Koellilemination that was made
for the microscope. The parameters of the complete imagimgaé RASI, including
the geometric calibration process and sample results weceisted, these were used
to show a corrected image of the imaging arm. The spectrahg&a calibration was
laid out in detail, with results from steps in the proceduneven and the accuracy of
the approach demonstrated. The system stray light andsbesssurrounding it were
considered, with an approach for correcting the backgralemdonstrated. Finally the
signal to noise of the system was discussed.
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4.1 Introduction

The previous chapter described the RASI instrumentatiorttndalibration procedure
for it, this chapter gives examples of spectral imaging gistA\SI; with a first example
showing the basic operating principle, that of a multi-cbjgpectrometer on a static
scene. The primary focus of this chapter is on a novel examwipti/namic spectral
imaging where the evolution of the absorption spectrum (dude-oxygenation) of
moving red blood cells (RBCs) is monitored. A description of pineblem background
and the experimental method are given, along with the detdilspectral unmixing
techniques used to quantify the change of the RBC spectrum.

A further consideration in this chapter will be counterimg taffects of spectral
overlap in the spectrometer detector plane. Examples oéctimg the overlap are given
using modified linear spectral unmixing methods; potentiethods of removing the
overlap physically are also discussed.

4.2 Core operation

The basic operation of the RASI device involves the switctohghdividual pixels or
groups of pixels, in the form of slits, towards the spectrtandased on the reference in-
formation obtained from the imaging channel; all applicas of RASI can be described
as variations in the distributions and size of the slits setbe DMD and between time-
sequential frames.

This section describes a static example where a microsdmgevath a histolo-
gical sample was imaged; the slide contained a stained saofi@ section of tongue
taste-buds (Histological slide number: HO505). The puepafghis section is to give an
example of the operation of RASI as a multi-object spectremétefore describing the
more complex example of dynamic spectral imaging in thei@esthat follow.

The DMD modulation frame and the image of the scene, witheadomnecting the
areas switched towards the spectrometer are shown in Fglifa) and (b) respectively.
The DMD modulation frame contains the slit sizes and passtjat represents the input
aperture to the spectrometer, the slit positions were chesas to follow the contour
of the white portion of the image. A CCD frame with the disperspdctra from the
different apertures is shown in Figure 4.2 (a); example fireiles for the transmitted
and reference spectra are shown in Figure 4.2 (b), which @sdracted using the calib-
ration relations developed in the previous chapter. Inoimealculate the transmission
spectrum for each slit the dispersed spectrum was recotaeadh point with the sample
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in place and a reference spectrum for the illumination wiasrtavith the slide removed,
the transmission was then calculated using

I
TA) =", (4.1)
lret
whereli, was the spectra measured passing through the samplieartkde reference
measurement without the sample present. Equation 4.1 wasosletermine the trans-
mission profile for each slit positions, four of which are wind=igure 4.3.

(a) (b)
Figure 4.1: (a) is the modulation mask on the DMD (b) is the
resultant, corrected image frame with a line drawn between the
various apertures corresponding to the switched DMD pixels, the
physical size of the sample showrBi3x 60 um, the same size as
the RASI FOV.

This section provides a basic example of the operation of RABY arbitrary
DMD modulation frame can be created and used to extract rgppactormation from
a given scene. In this case, points were chosen so as to gueatta overlap, which
will be considered later. It is also possible to recreatedtffiects of spatial scanning
hyperspectral imaging instruments, a long slit approachlmataken where a slit the
length of the DMD array can be created, then by scanning ggipa across the DMD
the effect of a pushbroom scanner can be created. Potgntialbuld scan the whole
device field of view in7W68 measurements, wheW¥ is the width of the slit and 768
is maximum width of the DMD itself in terms of DMD pixels. Thditssizes can
be downsized to suit different applications as well, so mpldtsmaller slits could be
scanned across the FOV in different directions and in paralh situations where the
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(a) CCD frame (b) Spectra line profiles
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Figure 4.2: The dispersed spectra on the CCD and the line spectra
from a case of the reference spectra and the transmittance spectra
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Figure 4.3: Transmission profiles from four of the slit positions from
which spectra were collected and calculated using Equation 4.1.

scene is static, statistical sampling methods can be usesttact a subset of voxels
from the scene to make inferences about the whole scene hgitexgp the similarity
between groups of pixels, two examples of this will be disedsin the next chapter for
examples of random sampling and grid based sampling.

4.3 Red blood cell experiment

Prior to spectral imaging of the red blood cells (RBCs) it is appiate to introduce
some of the background elements and to motivate the study of RB@Gs section
will describe previous work investigating the optical peojes of RBCs and describe
the advantages spectral imaging could offer to help impngwen current methods.
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Additionally the absorption spectrum of oxygenated andxggenated blood will be
shown, further the change of RBC absorption spectrum will bevele in the form of a
linear unmixing problem.

4.3.1 Red blood cell background

RBCs (also referred to as erythrocytes) are the means by whiolamand other mam-
mal bodies transport oxygen around the circulatory systéhe RBCs collect oxygen
in the lungs and deposit it in tissue and other organs whilagosqueezed through
capillaries, resulting in de-oxygenation of the RBCs. Wholeotllgonsists of a mix
of RBCs, plasma and platelets, the term hematocrit refers tpeheentage of RBCs
present in a sample of whole blood. The RBCs themselves aredaizern shape with
an approximate diameter ofgfimand an approximate thickness ranging frofs 2m at
their edges to Jum at the centre. The RBCs have a flexible membrane, which allows
them to squeeze through capillaries - which can often haameliers of 3um - and
allows the diffusion of oxygen into and out of the RBC. Inside tled, oxygen binds
to a protein called hemoglobitdp), resulting in oxygenated hemoglobiHIO,), the
ratio of Hb to HbO, determines the optical absorption of the cell [60].

The characteristics of blood can be used as a means of igasg the health of a
patient. A measure of the hematocrit for example can be usaa andicator of health,
a low hematocrit count is a sign of poor health though the remalb possible causes
are many. The optical properties of blood can be used to Inetbis regard, and can
provide many useful insights as the spectra of a bulk sangpéedombination of the
spectra of all the constituents. This principle is often Eyed in clinical applications
for the detection of drugs, disease monitoring and assgfsinhealth of a patients RBC
count. In particular the oxygenation of the blood is of iedras a metric that has been
employed in charecterising the health of blood. Blood oxygem can be calculated
from spectral measurements and can be measured quiteyreapidtients using a pulse
oximeter, which uses two wavelength oximetry [127].

In microscopic studies of blood samples, the propertieb®@iridividual cells can
be considered. The morphological features of the celld) siscthe size, can indicate
vitamin deficiencies, for example larger RBCs can indicateavih B12 deficiency and
smaller sized RBCs can indicate an iron deficiency [97]. Abnditiesin the shape of
RBCs are also a useful indicator; crescent shaped RBCs are chistactd sickle cell
anemia [82] and teardrop shaped cells can indicate myedsiband thalassemia [48].
These morphological deviations in the individual cellsyide extra information over
testing on bulk samples, this is exploited using obseruatimf the blood smears under
high magnification and is common practice in many clinic#iisgs. Such observations
are made possible by the ubiquitousness of imaging micpescand the relative ease
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with which the shape of RBCs can be identified. The spectral ptiepeof individual
RBCs are not employed to the same extent, as the means of deteythie spectra of a
small microscopic regions of a sample is rare in clinicdlisgs, standard spectrometers
are used on bulk samples more frequently.

The advantages of spectral imaging have been studied iite¢hatlire and various
systems have been applied to cases where static RBCs werdgatedt Standard
hyperspectral approaches that use a series of monochoowatelengths to build up
a full hyperspectral datacube time-sequentially are usgéd]. Here, the spectrum of
various RBCs were studied under different conditions, inclgdieing infected with
Plasmodium falciparum parasites resulting in an obseydifferent spectrum. The use
of optical tweezers has also been used to facilitate thetrgiseopy of individual cells
[5]. This has been applied very successfully in combinatisth Raman spectroscopy
[8]. However, with optical tweezing, there is a possibildf causing damage to live
biological samples due to the power or wavelength of thepiraplasers [126]. These
approaches are all enabled by controlling the position ecedl. However, limiting the
motion of cells by physical or chemical means can changepbetsal properties of the
sample [129].

The goal of applying RASI to the problem of microscopic RBC sg#dinaging is
to combine the advantages of spectroscopy with the dynanaiging advantages already
enjoyed by standard microscopes, while also avoiding tbblpms of approaches de-
scribed above. Other spectral imaging devices are limitethbe trade-offs that limit
spectral-spatial resolution and the need for time-resbbectral imaging as already
described. RASI can be used to simultaneously measure th&wpeof multiple RBCs
and track their positions visually across the FOV of RASI.Ha experiment that will
be described in the following sections the oxygenation of RB@isbs changed and
the evolution in the characteristic absorption spectravshaising spectral unmixing
techniques.

4.3.2 RBC absorption

The calculation of the absorption spectrum of a single RBCiregwonsideration of the
Beer-Lambert law, which describes the absorption of liglat neterogeneous non-turbid
medium with a wavelength dependent absorption co-efficagmen as

I(d) = 1p107#9¢, (4.2)

where |l (d) is the optical power at deptt and lp is the optical power incident on
the medium. € is absorption per unit volume per unit distandeis the depth of the
measurement angithe concentration per unit volume. The ra&%ﬁ is the transmission
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as defined in Equation 4.1. Absorbance (A) can then be detedhirom
A= —log(T) = —log(—=). (4.3)
Figure 4.4 shows the characteristic spectrum of hemogliobihe range from 500 nm
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Figure 4.4: Spectral absorption profile of blood from 500 to 630 nm
[103]

to 630 nm, the data is taken from an online source [103] thabmmonly used as a
standard for the absorption spectra of blood. The spectifunemoglobin shows two
strong absorption features in its absorption spectrumisrdgion in the oxygenated
state, which transition to a single feature during de-oxygi@en. This spectral range
is the focus of the experiments performed in this thesishadight source used for
illumination has a spectral output that covers this region.

The absorption spectrum of the RBC corresponds to the oxygersgectrum
in Figure 4.4 when the RBC contains ortipbO,, when it contains onl\Hb its spec-
trum corresponds to the deoxygenated spectrum, the redlackl curves respectively.
Combining Equations 4.2 and 4.3 the absorbance can be winttgmeral as

A= ¢&dc, (4.4)

where the parameters are as before.

Given that a RBC has a mix ¢ib andHbO,, the total concentration of the two
components can be expressed as the sum of the relative ¢@imers of oxygenated
(co) and de-oxygenatedatdy) hemoglobin multiplied by the total weight per volume of
Hb present, de-noted &8. The relative concentrations have the sum-to-one property

Co+Cdo= 17 (45)
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and the two constituents have different absorptive coieffts g, andeyq. Considering
these factors the Beer Lambert law can be re-written as

1(d) _ | g (coWeortcogWeoa)d _ 1 - W(Cotor-Cogeoe)d (4.6)
lo ’

with the absorbance then becoming
A =W)(Co& + Cog€od)d- (4.7)

Then considering the form and noting tlzaV can be combined into a single absorption
coefficienta = W, the fully oxygenated absorptance case can be writtédg asWe,d,
with cg = 1, which can be generalised as

Ao - CoWgod - Coaod. (48)
Similarly the de-oxygenated case can be represented as
Ado = CdoWe&god = Cgolgod. (4.9)

Equations 4.8 and 4.9 then allow the absorption spectrunsoigde RBC, or other mix
of Hb andHbO, to be written as a linear sum of the two constituents in thenfor

A = Co0od + CgoQdod = CoAo + CdoAdo (4.10)

Equation 4.10 describes the problem of determining theaatnation ofHb andHbO,

as a problem of linear spectral unmixing. The effects of geanf the relative concen-
trations are emulated in Figure 4.5, the absorbance isplottth an assumed thickness
of d = 2 um, modeling the expected change in oxygenation spectrum. spketra
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associated with different concentrations are also showigare 4.6, clearly visible are
the so called isobestic points where valuesigt= a,q. The mixed model oHb and
HbO; have historically been used in the field of blood oximetrye istem of equations
is solvable with only two wavelengths, though in principléetter solution should be
possible with more wavelengths. Two wavelength oximetryn®the basis of various
devices that determine oxygenation such as the pulse @xithiat has been mentioned
previously.

4.4 Dynamic spectral imaging of RBCs

The previous section discussed the interest in the optlwalacteristics of blood and
the works described in that section refer to the study of Isalikaples or microscopic
static or trapped RBCs. The absorbance was also described thsirBeer-Lambert
law and expressed in a manner amenable to the applicatiomeairIspectral unmixing
techniques. This section describes the experiment wherd RAPplied to the spectral
imaging of RBCs. The experiment performed imaged a dilute mmwdf blood cells, a
tracking algorithm was used to determine the positions @RBCs and the calibration
functions related the image coordinates to DMD pixel indi€g)). Slits were created on
the blood cells at these coordinates to act as apertures &p#gcttrometer. The spectral
information from these was recorded on the spectrometeemand saved, along with
the output from the imaging channel. The dilute solution alas mixed with a chemical
called sodium dithionite. This is a reagent commonly usedetaxygenatéibO,, as

a consequence the spectrum of the RBCs changed over time,rginttae change in
spectrum shown in Figure 4.5. The following sections explae various aspects of the
experiment in more detail.

4.4.1 Tracking algorithm

One of the key elements of this experiment was the abilityaokt the positions of the
blood cells on the imaging channel, as the positions of tie génerated to extract the
spectral information needed to be adjusted according tanthigon of the blood cells.
While tracking algorithms consist of a large body of work,\ttere often difficult to
implement and require the use of efficient coding paradiguonsh as C or C++. Tracking
of blood cells has often been implemented in post processiagarios after a video has
been taken [64][74], not during acquisition as in this case.

In this application the process required the position ofRBC to be constantly
updated in real-time, while also allowing for the other eade that comprise the RASI
system to be updated as well. Another source of overheae iagproach was updating
the DMD. The array was controlled by sending black and wihitepimages of 1024
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768 pixels to the DMD, each colour corresponding to a DMD aritilt state, which had
to be generated for every set of updated coordinates. Thasavwggnificant source of
overhead, as due to the speed of transfer across the USB lasebsient display on the
DMD itself the actual rate at which frames were displayed tvissme per second. It
was possible to speed this up by a factor of 10 by convertiadotin pfiles to binary (bin
format) prior to transfer. This could be accomplished by afsa function that was part
of the ActiveX library controls on the DMD control board, hever the conversion itself
was also quite time consuming. So while this was a viableaaagr if it was possible to
have a set of pre-generated patterns to convert prior tadplg to the board, it was not
particularly useful when rapid pattern generation and aglvas required.

To assuage this issue it was decided to create a piece ohcuside to generate
the necessarypin files. A blank.bin file of size 128 columns and 768 rows was created.
This was used as the templatsn file. Noting that 10248 = 128, each position in
the .bin contained a symbol representing an 8 bit number. Each hiesponded to a
single micromirror and the value placed there, either a 1, a@ile@ermined the direction
the corresponding micromirror was switched. The goal ofdbée was to take DMD
micromirror indices i j), use them as a reference to insert the appropriate bit value
the correct position in theoin file. Using this approach, a slit or multiple slits could be
created, each with a set length and width and one of the shiecs corresponding to the
input DMD indices. The details of the code represent a rat#aious problem of index-
ing an array, but are otherwise straight forward. Once theximg was completed, the
edited template file was saved, this was what was uploaddwtOMD and displayed.
Part of the display overhead was converting.tirapto a.bin, this approach sped up the
process, furthermore it removed the need to generate alaiye< 768 array and turn it
into an image file, instead it directly turned coordinatese @.bin files to upload. This
custom script was written in Matlab and integrated into géaiabview program that
controlled the overall process.

The hardware that comprised RASI was all controlled via Leyionce the cus-
tom script for generating DMD display patterns was created iawas deemed feas-
ible to perform this experiment at a reasonable frame rat@a# decided to develop a
tracking algorithm within the Labview environment. Attetepvere made at a rigorous
tracking algorithm, that would target a particular bloodl aad track its motion as long
it remained in the field of view. While this was achieved it regd the user to set
initial conditions to be effective. Also, as the blood celMsre in motion they often
quickly passed from the field of view, the algorithm then rieeg a new target and set
of initial conditions. A more free form approach was finalgkén, using the pattern
matching functionality of Labview. Template images of ldazells were obtained, then
an algorithm was created that searched each frame for a mwhbest matches to the
template. Due to the similarities between blood cells, mb#te RBCs in a given frame
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constituted a good match to the template image. So by searfdrithe ten best matches,
it was possible to extract spectral information from theoas blood cells in a scene.
The approach had limitations, but these could be accouptdoyfmaking adjustments
to the number of best matches required. Also by diluting thlat®n of blood so as
reduce the likelihood of a large number of blood cells in tleddfiof view at any time
it was possible to perform the experiment with ten bloodsceibving across the FOV
without it being overcrowded with RBCs.

The approach employed in the tracking algorithm allowedge@amount of data
to be collected, also it required very little user interacti Once the experiment was
completed it was then possible to process all the data frentrdtking to construct a
coherent overview of the spectra of all the spectrally nogated blood cells.

4.4.2 De-oxygenating RBCs

In this experiment the conversion BifbO, to Hb in RBCs was achieved via the use of
sodium dithionite, Nax$04). The use of sodium dithionite as a de-oxidising agent for
HbO, is well established, certainly in the case of bulk blood si@mpeasurements. The
interaction of sodium dithionite with whole blood and sulpsent oxygen release is quite
complex, however it does not affect the integrity of the.cEHe de-oxygenation occurs
as a result of the diffusion of oxygen through the layers efdéll membrane, the rate of
de-oxygenation has been shown to be dependent on the caataanof external sodium
dithionite present, the pH of the solution is also a factdne half life, that is the time
taken for the concentration of oxygen to decrease to halfitial value has been shown
to be on the order of hundreds of milliseconds for high cotregions [120]. A linear
relationship between sodium dithionite concentration eimahge in oxygen saturation
over a time scale of sixty minutes has been shown to exist [17]

The previous descriptions of interactions of sodium dititerelate to bulk meas-
urements, it has been studied similarly as a reducing adési.[ It has also been suc-
cessfully used as a de-oxygenation agent in microscopie spactroscopy experiments
[105], in a manner similar to what was applied in this expeiin

4.4.3 Aperture consideration

Due to the biconcave structure of the RBC, the path length of figbugh the RBC was
different at different points along the slit, this resulte@ different value ol associated
with different positions along the slit. To improve the spacthe slit was averaged along
the spatial direction, however due to the different thidsat each point in the slit, the
interpretation of the resulting averaged spectrum neeulbd tonsidered.

The absorption for a given row along the slit is given by Equrad.4. A repres-
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Figure 4.7: Slit overview; absorption spectra are average along the
spatial direction of the slit to improve performance.

entation of the slit is given in Figure 4.7, averaging thessliong the columns for a slit
of lengthN gives

1
<A>= N(01£1d1+0252d2+---CNSNdN> (4.11)

wherec; is the concentrationd; is the depth and; associated with a pixdl Then
relating the averaged absorbance to the relative contemisa

N

1
<A>= =Y cé&d; (4.12)
Ni; i i O
1 N
<A>= Ni;(coi+codi)wgidi (4.13)
1 N
<A>= Ni;(%i + Codj) 0 0l (4.14)

wherea; = W¢; is associated with a pixe| coj andcyg; describe the relative concentra-
tions of Hb andHbO2 associated with a given pixel Equation 4.15 can be re-written

as
N N

1
<A>= o _;coidi + og i;Codidi- (4.15)

i=
Which, by considering that in each case the maximum valug;cdndcqgi is 1. The
maximum possible value ofN ; coidi and SN ; cogidi occurs where all the values of

Co = 1 orceg = 1, respectivelyvi. This then allows these summations to be expressed as
a fraction of the maximum value so that:

N N
.;Coidi = koi;di (4.16)
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N N
_Zlcodidi = Kod _;di (4.17)

wherek, is the fraction associated with oxygenated concentratmalkg, is the fraction
associated with the de-oxygenated concentration. Reangigjuations 4.16 and 4.17
above allows the values &f andky, to be interpreted as

Z. 1co.d.

Ko = 4.18

Z| 1dl ( )
and 4
Z. 1 CodiGi

Kod = Z i ) (4.19)

The valuesk, andkyq represent the weighted sum of the contribution of the iigi
concentrations associated with each individual depth. cimeentrations are weighted
according to depth of each measurement, so a shorter patihémave a smaller contri-
bution than a longer one. Using these values the averagedpgios can be expressed
in the form

N 4 N 4
<A>= koz'Tld'ao+ kodz'Tld'aod. (4.20)

N X
The termzled' is the average of all the path lengths along the slit, degatiasdayg, a
convenient equation is achieved such that

< A >= KoUayg0o + Kodavglod = Ko < A >0 +Kog < A >oq, (4.21)

this has the same form as Equation 4.10 and represents atacimfygen concentration
for an average path length through the blood cell. The ytiftEquation 4.21 is that it
has a form amenable to a linear unmixing model, which is reguior applying linear

spectral unmixing algorithms to the data acquired.

4.4.4 Sample preparation

A buffer solution was used to dilute whole blood taken fronaé mammal, a horse
in this case. The container with the blood was mixed by ifngrit numerous times
before blood was extracted. The blood was then diluted 4@ te buffer solution.
A separate solution of a mix of sodium dithionite and bufi@uson was also prepared.
The concentration of sodium dithionite was chosen so as toxgigenate the blood
sample over the course of a few minutes.
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4.4.5 Experimental procedure

The experimental procedure was automated as much as @ogsibl Labview. Once
the samples were prepared, sodium dithionite was mixedtivéhblood solution. Then
a pipette was used to place a sample on a microscope sliddastipn the microscope
sample holder. The tracking algorithm then tracked the omotif the RBCs as they
moved across the field of view of the system. Once 5 minutephssed and the sample
could be reasonably expected to be de-oxygenated, thertgagtocess was ended and
a number of dark frames were taken to account for backgrollundination effects.
The sample of blood was then removed and another microstidpersas placed in the
image plane, this held a sample of the buffer solution usedute the blood and sodium
dithionite solutions described previously. The next pdrthe experiment involved
extracting the reference values to be used to determineghsmission values and sub-
sequent absorbance, supplying théerm from Equation 4.3. During the course of the
tracking the positions on the DMD were recorded, so the egiegs were determined by
repeating all the measurements from the tracking algontitimthe buffer solution slide
in the microscope object plane. This also accounted for atgrpial local variations in
the uniformity of the illumination system; by having the farfsolution sample in the
reference measurement the transmission effects of thé@ohnd glass slide were also
accounted for, simplifying the calculation. Once this msx was completed further
background dark frames were taken for the reference measuts.

4.4.6 Data post processing

The tracking data collected extends over the course of m&utowever in this time
numerous RBCs pass in front of the device FOV, as when the saspladed in the
microscope sample holder the RBCs are in motion due to beingdnaimd moved. It is
necessary to select from the large data set periods when RBEsuaressfully tracked
crossing the FOV. The conditions for this merely requireat tlood cells to be moving
at a speed that the software could keep up with and slits weeessfully generated on
the RBCs . The selection was done in a supervised manner to detetime periods
which correspond to these conditions. Once a time periocdsef@sted, the spectral data
was extracted for the tracked RBCs and their paths mapped eytaths of motion for
the individual cells are shown in Figure 4.8.

In the time period selected ten RBCs were successfully trackddheeir spectra
recorded as they underwent de-oxygenation, the spectradazh of the tracked RBCs
was averaged along the slit and the resulting averaged lzdoste was obtained, as
expressed in Equation 4.11. Averaging along the slit im@dothe signal to noise
of the spectra and also allowed the spectra from each RBC to ressed as a line
profile which simplified representation and analysis. Tisallteng line spectra were also
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Figure 4.8: Initial frame of thgtracking process, the paths followed
by the individual cells that were track are plotted over the image in
green. The image is the size of the RASI FO\3G®r 60 um.

smoothed using a moving average filter to further improvesiiectra. An example of
the calculated absorbance (optical density) for one of ttheked cells, referred to as
cell 1, is shown in Figure 4.9, the absorbance for differanes in the de-oxygenation
process is plotted, it can be compared to the expected absmlpreviously calculated
for Figures 4.5. The shape of the spectrum changes in line expectation, though
the baseline of the spectra does fluctuate over the courseohitien, resulting in the
offsets between the spectra seen in the graph. The full @volof cell 1 over time is
shown Figure 4.10, where the change in the spectrum frommtbelistinctive peaks in
the oxygenated spectrum to the single peak of the de-oxyg@spectrum is observable,
verifying the de-oxygenation of the RBC.

The spectra of the 9 other tracked cells are shown in Figark 4ach graph shows
a subset of the spectra obtained at different points in #eking process, sufficient
spectra were chosen to show the different steps in the spestolution of each cell.
The spectra have the shape of the RBC absorption spectra,htle@ady undergoes a
different degree of de-oxygenation, which is visible frdme different final spectra for
the different cases, for example cell 10 has final spectruth Whie single peak de-
oxygenated peak while spectra for cell 3 changes from theaR prygenated case to a
flat spectrum, indicating some intermediate de-oxygensitse.
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Figure 4.9: The averaged absorption (Optical density) spectra from
various frames in the tracking of cell 1. The spectrum evolves
from the two distinctive absorption peaks of an oxygenated RBC
to the single peak of a de-oxygenated RBC, demonstrating the de-
oxygenation of the RBC.
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Figure 4.10: 3D representation of the change in absorption spectra
over time from cell 1, showing the spectrum from each frame obtained
in the tracking process, including those shown in Figure 4.9 above.

98



Chapter 4: Demonstration of RASI

Cell 2

o
&

Optical Density

o
[EEN

O . .
500 550 600

Cell 3

o
o

o
~

Optical Density

0 . .
500 550 600

;;§;j>>

Optical Density
o o
= w

Cell 4

O . .
500 550 600

Wavelength (nm) Wavelength (nm) Wavelength (nm)

Cell 5

o
&

o
~

Optical Density

o
[EEY

O . .
500 550 600

Cell 6

o
o

o o
N e
Optical Density
o
w

Optical Density
o o
[ w

0 . .
500 550 600

o
&

o
~

-

Cell 7

800 550 600
Wavelength (nm) Wavelength (nm) Wavelength (nm)

Cell 8 Cell 9 Cell 10
0.5 0.5 0.5
2 2 2
‘n 0.4 ‘n 0.4 ‘n 0.4
5 5 5
A 03 A 0.3& A 03
'© ' '©
oS 0.2 oS 0.2 oS 0.2
S04 S04 S04
O O O

800 550 600 00 550 600 00 550 600
Wavelength (nm) Wavelength (nm) Wavelength (nm)

Figure 4.11: Averaged line spectra from numerous frames for each
of the 9 other cells tracked. Each of the different cells spectra
change, though by the end of the tracking process the degree of de-
oxygenation is different for each of the cells, as is evident from the
shape of the spectra in each case.
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4.4.7 Spectral unmixing analysis
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Figure 4.12: Unmixing results from cell 1, showing the de-
oxygenation of the RBC from a state of oxygenation to the de-
oxygenated state. Two trend lines are plotted over the change in
values for the two co-efficients, &nd ky. A single erroneous pointis
present in the evolution, representing a spectra with a higher degree
of de-oxygenation than the points before and after.

The background and underlying principles of spectral ummgixvere described in
Section 1.4.2, this section will describe the necessapssi® unmix the spectral data
acquired from the RBCs and comment on the results. Spectrakurgrof the spectra
in Figures 4.9 and 4.11 requires solving Equation 4.21 feruhlues ofk, and Kqo.
This required two exemplar or endmember spectra to sutestauthe values ok A >,
and< A >qq, the spectra acquired from frame 5 and frame 36 in the trgosdrcell 1,
visible in Figure 4.9, were set as the fully oxygenated anly file-oxygenated cases,
respectively. The spectra from the two frames were chosdhegswere sufficiently
similar to the expected form of the two states, which wereanshim Figure 4.5, and
thereby provide suitable start and end points for mappiegtiolution of each cell.

The matrix notation form of Equation 4.21 allows the absaodea(or optical dens-
ity) to be written as
a= Ak (4.22)
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Figure 4.13: Spectral decomposition results from the other nine cells
that were tracked, trend lines are plotted in each case for the two
coefficients.
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wherea'was the absorbancA,a matrix containing the two exemplar spectra as
A=[<Ag>,<Agd >], (4.23)
k similarly represented the two weighted concentrationipatars such that

k= [Ko, Kod]- (4.24)

The problem was then cast as a linear minimisation probletneoform
-1 .
minz |Ak—4|, (4.25)

this minimisation was solved for spectrum of each frame exttbjo the sum-to-one
constraint, so as to make the recovered values physicd#ypiretable as relative con-
centrations of oxygenated endmember and de-oxygenatedeznider,

Ko + Kog = 1. (4.26)
The concentrations were constrained as
O0<ky <1, (4.27)

and
0<kog <1 (4.28)

This was solved in Matlab as a constrained linear least sgugroblem, using the
functionlsglin and the constraints given in Equations 4.26, 4.27 and 4.B8 algorithm
recovered the values of the concentratignyhich can be referred to as the abundances
in more general spectral unmixing terminology. The appinadescribes the variation in
the measured spectrum in terms of the two endmembers, leeoathss each spectrum

is normalised to be between 0 and 1. When a spectrum is fullgenated, all the vari-
ation in the spectrum should be explained by the shape ofxgemated endmember,
resulting ink, = 1, similarly for the de-oxygenated case. Intermediateestaiill then

be a combination of the endmembers as well, described by sombination of thek,
andkyg, within the constraints placed on them in the unmixing atpan.

The change in the relative concentrations for the case bi @k shown in Figure
4.12, the cell starts from the oxygenated state and chaongd® tde-oxygenated state
over the course of a few seconds. The graph shows the condisgodecrease in the
value ofk, and increase ikyq, two trend lines are plotted on the graph, each taking the
initial k value as the intercept for the linear line. The trend linesstihhe complementary
changes in the two concentrations and the almost lineargehiarthe oxygenation of the

102



Chapter 4: Demonstration of RASI

cell. A single erroneous point is noticeable at frame 23 Wisooutside the trend of the
overall time series, it corresponds to a more heavily degergted spectrum, possibly
due to another RBC in the shadow of the tracked RBC while it was mgo&cross the
RASI FOV.

The spectral decomposition behaviour of the 9 other cells egdculated as well,
using the same method and the same two endmembers for tmenefeoxygenated
and de-oxygenated spectrums. The concentration parasrfeteeach cell are shown
in Figure 4.13. Each cell undergoes a different de-oxygengtrocess, cells 5 and
7 remain oxygenated for the majority of the experiment, gfoaxperience a signific-
ant drop in their final frames, cell 6 also experiences a suadthange in oxygenation
partway through, but it recovers to its initial values. C&land 4 transition relatively
smoothly towards a de-oxygenated state, whereas the regaiells experience more
oscillatory behaviour in their evolutions, but the ovettaind was still towards a de-
creased oxygenation level in each cell. On the microscopadesit is probable that
the distribution of the sodium dithionite within the sotuti of RBCs is non-uniform,
the differing concentrations around the RBCs can alter thexgigemation rate, further
since the RBCs are in motion they likely pass through regionls diiferent densities
of sodium dithionite, which would alter the rate of oxygefffudion from the RBCs.
Another possible source of variation in the measuremenssoué of focus blood cells
passing in planes above or below the visible RBCs, since thewghld have to pass
through both cells this would alter the resulting spectra.

4.4.8 Discussion of red blood cell experiment

The use of the spectral unmixing method here takes advawfaties relatively high
spectral resolution of RASI, more points in the spectrum rmakeoothing more effect-
ive, which is used to improve the performance of spectraliyimg by decreasing the
variance in the spectrum. Smoothing also helped to redundipespectral effects due
to variation in illumination and the topology of the RBCs, as keraative to smoothing
an extra endmember can be constructed and added to theaspectiixing problem to
account for the extra variations present. The high resoiwiso helps to resolve more
features of the constituent spectra which improves unrgiggrformance by making the
unique features of different spectra more apparent. Fuyrthe large number of points
in the spectrum allows the problem to be cast as an overdetedrsystem of equations.

The unique aspect of this experiment was the monitoring efstectral charac-
teristics of RBCs while in motion. The spectral evolution wasveh to be different for
each RBC, though the spectra obtained were consistent withxgeeted shape for the
absorption spectrum of blood cells.
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4.5 Spectral overlap in the spectrometer detector plane
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Figure 4.14: The light from the entrance slits is dispersed by the
spectrometer and light of different wavelengths is incident on the
same CCD pixels.

The dispersed light from laterally offset slits on the DMDncaverlap on the
spectrometer detector plane, shown in Figure 4.14. Thigdithe number of slits that
can be created and used unambiguously per DMD pixel row toglesslit per row,
without limiting the spectral range of the spectrometer.e Titherent ambiguity that
arises from the presence of multiple slits occurs becausddtector CCD pixels cannot
distinguish between incident photons of different wavgtes. The measured intensity
Is additive

Imeas= Ir1+ 112,

as the response of CCD pixels is linear, though the quantuniesitiz of the CCD is a
function of wavelength.

The wavelength calibration data discussed previouslyigealvthe positions on
the CCD where the wavelengths from each slit were incidenthedask of accounting
for the spectral overlap was to determine the contributromfeach slit to each CCD
pixel.

Considering two slits on the same DMD row such that their dsge spectrums
overlap, the measured spectrums associated with eachctiespslit are denoted by
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SI(A) andézm and a pure spectra denoted%$A ) andS(A) which gives the spectra
that would be measured if only a single slit was open in eask.c8ince the contribu-
tions from the slits are superimposed, the measured oyeniggpectra can be described
in terms of the addition of the pure, non-overlapping sgecirhe measured spectrum
for a slit will consist of the pure spectrum of that slit aneé fiure spectrum of the other
open slit, though the second spectrum will be shifted in Wength to coincide with the
wavelength of the slit in question. This can be expressed as

A

S =S+ AS (4.29)

and

S=MASI+S. (4.30)

The matriceAnm simply multiply the pure spectra so the resulting vectoresponds
to the same CCD pixels as the wavelengths from the measuretliasp€bis is done by
shifting the values in the vector representing the secyrulane spectra along the column
so they occupy the appropriate positions. This can be moreetently represented as

SI(A) = Si(A) +S12(2), (4.31)

and

SA) =91 +S(A). (4.32)

The termsS;(A) and S(A) represent the shifted pure spectrum associated with each
slit that overlaps with the primary slit. In principle thesan be measured directly,
but the shifting matriceg\,,, can be used to determine them from the pure spectra
themselves. The shifting matrices can be determined fraenctiibration data and
the relative differences between the spectral tracks ofi @@en slit from which the
measured spectra are taken; the shifting matrices are asemldulate thél()\) and
Sy(A) vectors as

Si2(A) = A12S(A) (4.33)
and
S1(A) = AxiSi(A). (4.34)

These equations can then be used as a method of mitigatimfféloes of spectral over-
lap, with the goal of determining the value of the pure seftthbm the measured spectra
in the case of each slit. The above expressions can be easalyded to accommodate
overlap from more than two slits.
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451 Subtraction

The simplest approach to removing the effects of the ovesapld be to subtract the
values of the extra overlapping light and therefore deteenthe values of the pure spec-
trum, though this approach is dependent on sufficient pnomkedge of the constituent
spectra to perform the operation. In the case of two slitsritesd above at least one of
the pure spectra needs to be known exactly.

This has limitations as often it is only the distinctive sppaktshape that is known
about a particular materials characteristic spectrum. stiitraction approach requires
the known values of intensity, essentially the correct neimds counts from the meas-
ured values to then determine the obscured spectrum. ‘&afamtors can effect this,
such as variances in the illuminations, as such this apprgaaf limited applicability in
solving issues associated with spectral overlap.

4.5.2 Linear mixing model

Often linear spectral unmixing approaches ageriori knowledge of the potential set
of endmembers present in the datacube. The LMM approachdatrgp unimxing
determines the relative abundances of this set of endmeantbargiven mixed spectra.
This approach can be applied in creating a more robust agiprtzacorrecting the
spectral overlap issue, rather than trying to directly alalie the contribution of each
wavelength from each slit and thereby determining the sitgrcontributed by each
slit. By concentrating on identifying the constituent spaah the measured overlapping
spectrum, by explaining the variation in the measured sglsttape in terms of possible
candidate spectra, the LMM approach can be sufficiently fremtito help solve the
overlap issue. Equations 4.33 and 4.34 can be modified inappropriate format to
achieve this by normalising the measured spectrum to bedeet® and 1, which is
achieved by dividing across by the maximum value present. So

Aél _ S As_z
S.Lmax Slmax Slmax

(4.35)

and

S _s8 .S

SZmax %max SZmax’
then the pure and shifted spectra can be written in norntafeen, as a product of the
maximum value times the normalised spectr@ms; Snaxx M, whereM represents the

normalised candidate spectrum, given as

(4.36)

Aél _ S'lAmale + S'_ZAmaxl\Zz
Slmax Slmax Slmax

(4.37)
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and

Aéz _ S_lAmaxl\Zl + SQAmaNZ

SZmax SZmax SZmax ,
putting these values into Equations 4.35 and 4.36 the rafiocsaximum values can be
treated as co-efficients, with values between 0 and 1, whiolwathe overlap to be
represented as

(4.38)

él = a1M1+a2M2 (4.39)

and
éz = bﬂ\ﬁl +boMo. (4.40)

The two equations represent a linear sum that can be solvéx ibMM manner and
approaches can be imported from standard algorithms toemmght this. While the
non-negativity constraint still applies, the standard $amne constraint however is not
applicable, as the parametexrd in Equations 4.39 and 4.40 are the ratios of maximum
values in the spectra. The constraints are then

a>0 Wi, (4.41)

the other constraint on the values of the abundances is dhe tatio of the maximum
values, the maximum value in the overlapping spectra muat l@ast the same value as
the largest maximum value in the constituent endmembers

0<a<1l Vi (4.42)

The general case of the spectral overlap linear problem eaagresented as

2L
S=Y aM, (4.43)
I=1

which is the same form as standard unimxing problems, but@dee lack of a sum-
to-one constraint the most feasible approach to solving ¢binstrained least squares
problem is the non-negative least squares approach (NNI®)solution to the NNLS
is a subset of the constrained least squares problems, pheaah to solving the NNLS
minimises

min||Ma—9|, (4.44)
an algorithm is implemented in Matlab using tlseonnegunction, which implements
the algorithm according to [2].
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4.5.3 Demonstration of spectral overlap correction

The approaches described above offer solutions to dealithgspectral overlap, here
these ideas will be demonstrated for a particular exampiepl$, a neon light was
used to illuminate the system input aperture, and threg \skire opened on the DMD,
the dispersed light from these slits was then collected hagpectrum determined, the
positions of the slits were chosen so as the spectrum frofmwaald all overlap. The
slits were opened in various combinations allowing theemibn of the three spectra
in the absence of overlap and the various possible combmawf having two and
three slits open, with the purpose of using the collected ttademonstrate the above
mentioned methods of correcting the overlap.
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Figure 4.15: (a) The measured overlapping spectra and the overlap-
ping spectra calculated using Equation 4.29. (b) The results of the
subtraction compared with known spectra.

An example of the subtraction is shown in Figure 4.15, tomeitge the subtracted
version, the spatially offset spectra were calculated abtracted from the overlapping
versions. The results of this subtraction are shown, while successful in removing
some of extra features present due to the overlap, diffesemcintensity result in some
portions of the new spectrum being negative. Which of courseasn using the so-called
corrected spectrum difficult for the purposes of comparigdre differences can be due
to numerous things, variations in the light source outpogven illumination or other
experimental parameters. In more complicated cases threbdems will be further
complicated, demonstrating the limited utility of an apgeb to correcting spectral
overlap based on the subtraction approach.

The second approach using LMM was applied as well, the kggss generating
the appropriate set of candidate spectra to apply to thelgorghn this case using the
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data from the Neon light source, the candidate true spectra aiready known. The
candidate list consisted of the possible full spectra amdsthifted spectra calculated
using the approaches in Equations 4.33 and 4.34. The trudrapgssociated with
the slit were calculated using the recovered co-efficientsthe relations expressed in
Equations 4.37 and 4.39. Figure 4.16 shows the overlappiagtisa and the recovered
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Figure 4.16: (a) shows the overlapping spectra in a single spectrum
and (b) shows the spectrum recovered using the LMM method com-
pared to the known spectra for that slit

true spectra, which is compared to the independently medspectra for that slit. As

is visible, the recovered spectra matches the true spehtsaapproach is dependent
on sufficient knowledge of the possible spectra that can bsemt and the number of
overlapping spectra present from adjacent slits.

4.5.4 Spectral Overlap discussion

The problem of spectral overlap introduces an ambiguity ihé spectra recovered from
the CCD, the resulting measurement constitutes an ill-poselolggm where there are
more unknowns than knowns. The knowns being the sum of thiilootions from the
different overlapping spectra and the unknowns the valassaated with the different
spectra. This can be solved using prior knowledge or assangabout the constituents
themselves, the above approaches use knowledge of theadsbetpes, however in the
case of subtraction this is hampered by the variation in pleetsa, resulting in negative
values in the recovered spectrum. The approach based omadpgunixing provides a
more manageable approach as it tries to explain the feghoessnt in the overlapping
spectra in terms of other known spectra. As long as the pessilmstituents are known
this approach can be applied, oftentimes in spectral psoog$asks the goal is to detect
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the presences of certain spectral signatures, which caarieerdore easily than exact re-
construction of the spectra itself. Other numerical apghea exist that potentially could
be altered from other current spectral unmixing technigisesexample approaches that
are based on “blind source separation” such as independemanents analysis would
not require the use of prior knowledge of the spectra inwalve

The alternative to a numerical approach as described abowkelwe to incorporate
a hardware solution that helps mitigate the problem philgic@ne possible approach
to this would be to use a so-called Foveon sensor that hasdesamnibed previously
in Section 1.3.2. The Foveon has three layers of pixels the¢ ldifferent pass band
characteristics. Essentially a red, green and blue layé&e pgositions of slits could
be positioned upon the DMD so as the blue and red portionseokgectra overlap,
but are then collected by different layers of the Foveon @erighis could be effective
for a sufficiently broad spectral range, but it also requiles the slits have sufficient
spatial separation to cause the offset of different postimirthe spectrum. This approach
could help improve the number of spectra collected simahasly in a single row, but
it mitigates the problem rather than solving it entirely.

One of the key disadvantages of spectral overlap is thatuaes the number of
spectra that can be unambiguously collected in a singlestiwdp This is principally
limited to one per row of the CCD camera, but more realisticalig limited by the
length of the DMD slit and the size of the object being meadufde number of spectra
obtained can still be on the order of hundreds. The spaséliblition of slits across the
field of view is also limited as slits cannot cannot be on thees®MD row; if enough
prior knowledge of the scene is available, then methodsritbestabove could be used
to increase the number of points collected.

Avoiding the problem of overlap is the best course to avgdire potential errors
associated with the spectral overlap and that is the cobegénais generally been taken
in the work presented in this thesis.

4.6 Chapter summary

The utility of the RASI system that was built was demonstraieda simple example,
showing the core MOS capabilities of the device. As an exarnpthe application to
a more complex problem, an experiment involving the measent of the spectrum of
RBCs undergoing de-oxygenation while in motion was describée. background and
motivation for the experiment were given and the techniesits of the tracking were
given, the methods of de-oxygenation were also describbd.ekperiment tracked ten
RBCs across the RASI FOV and measured their change in spectammitie character-
istic spectrum associated with oxygenated RBCs to that of ggemated RBCs. This
change was characterised using a spectral unmixing agpbzesed on a LMM. Finally
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the problem of spectral overlap in the detector plane of RA& discussed and some
approaches to solving and mitigating it were demonstrafedotential solution based
on novel multi-layer CCD cameras was also discussed.
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Chapter 5 — Raman spectroscopy and alternative spatial sampling
methods

5.1 Introduction

The previous chapter discussed broadband spectroscaplicans. In this chapter
the focus will be on extending the functionality of RASI to Ranspectroscopy. The
previous approaches were based on transmission and dbapwghereas Raman spec-
troscopy is a phenomenon of the inelastic scattering of [if]. The goal of this chapter
is to introduce and describe the Raman effect, and its undangs as a form of in-
elastic scattering, a short survey of the literature on Rasp&ctroscopy in the context
of hyperspectral imaging are presented. The necessaryinaidins to the RASI system
are described, including the addition of an illuminatingdaand filters required to help
separate the Raman scattered light.

The modified Raman RASI was used to demonstrate examplesofatesampling
methods that are enabled by the random-access approactotpdssible with other
spectral imaging systems. Two standard sampling meth@ddeanonstrated: selecting
points at random from the scene and a grid based samplingagpr A test case was
created by scanning a large region of the FOV and applyingvtbesampling methods
to it; classification maps of the whole scene were constduitten the sampled subsets
and compared to the results from the entire test case, whachused as reference to
gauge the performance of the different methods.

5.2 The Raman effect

The Raman effect is a phenomenon of inelastic scatteringsleaemplified by its low
efficiency and high chemical specificity. A brief overviewtb€ historical development
of Raman spectroscopy and the underlying physical processgzovided in this sec-
tion, in order to provide insight into the various challeagad applications of Raman
spectroscopy.

5.2.1 Background of the Raman effect

The Raman effect is a phenomenon of the in-elastic scattefitight in matter, it was
initially predicted theoretically by Brillouin in 1922 antién, independently again in
1923. The first experimental demonstration was performe@.dy Raman in 1928, for
whom the effect was named. Interestingly, the experimesetaip consisted of a focused
and filtered beam of sunlight and an unmixed liquid sample résults were observed
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with the human eye. Due to the low efficiency of the inelastiatiering process, the
Raman effect was of limited use in spectroscopy until thentiea of the laser, which

provided a monochromatic, high power source of light. Depeient in holographic

gratings and improvements in detector technology alsolaated the development of
Raman spectroscopy as a standard laboratory technique.

5.2.2 Description of the Raman effect

Scattering of light involves the interaction of light andttea The energyg, of a photon
of frequencyv is given by Planck’s law as

E =hv, (5.1)
whereh is Plancks constant and the frequencys related to the wavelength, by

V= 3 (5.2)
wherec is the speed of light. When a photon interacts with a mole¢bkephotons are
either elastically or inelastically scattered. Elastiatggring by particles much smaller
than the wavelength of light is called Rayleigh scatterimghis phenomenon, when the
molecule interacts with a photon of enerdyyp, it is excited from its ground stat&,
to an excited state of enerdyy + hvg. The molecule then returns to its initial state and
emits an identical photon, so the energy of the molecule d&udop remain the same
after the interaction. Inelastic scattering results intachange of the energy, which can
be seen as a change in frequency (or wavelength) of the isxhtibotons.

The energy of the Raman scattered photons can be shifted eglee down, this
is shown in Figure 5.1, along with the Rayleigh (elastic) ®ratg change. When
the frequency is shifted down (to a longer wavelength), tegtered photon is less
energetic relative to the incident photon; this is refeti@ds Stokes scattering. When
the scattered photon is more energetic the scattered poliomave a frequency that
is increased (shifted to a shorter wavelength) with resgettte incident photon, which
is called anti-Stokes scattering. The spectrum of scattph®tons will be symmetric
about the incident frequencyp, though the intensities of the different Raman peaks
corresponding to the different states of the molecule vifiled This is due to the initial
populations of the states in the molecule which is dependerhe temperature. In a
state of equilibrium, the higher energy state will be legsypated than the lower, which
results in the number of transitions from the upper to lowtatesbeing less than those
from the lower to the upper state, resulting in the Stoke&pbaing stronger than the
anti-Stokes. It is worth noting that Raman spectra are conynmepresented in terms of
the relative frequency or wavelength shift from the incig@moton. The relative shift in
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Figure 5.1: Rayleigh and Raman excitation

wavenumber for incident photons of wavelengths

1 1
Aw = —

Ao A (5.3)

whereA; is the wavelength in the spectrum. This formulation alldwesihcident wavelength

to be placed at the origin of the spectrum and the scattegbdifitensities to be placed
at+Aw, referred to as the Raman shift.

Fundamentally, the positions of the spectral lines in a Raspattrum are de-
pendent on the properties of the molecule from which the gi®are scattered. The
oscillating electric field of the photon induces a polai@ain the molecule. This holds
for atoms as well, however the polarisation is isotropictionas and so the atom only
experiences Rayleigh scattering. In molecules where theceul polarisation can be
anisotropic, Raman scattering is possible [88]. Measuréofehe intensity of scattered

light allows the rotational and vibrational modes of the ewnile to be probed by Raman
spectroscopy.

A semi-classical description of Raman spectroscopy givesititensity of the
scattered light as [118]:

| = &K |esares|dQ, (5.4)

whereK = 4m?a?-; anda = g7 and); is the wavelength of the scattered lighiQ is
1
the solid angle into which the light scatterddis energy per unit time into solid angle
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dQ. @ is the energy per unit area per unit time of the incident beEme. unit vectores
andes define the directions of the electric fields of the inciderd erelastically scattered
light. Finally, a is the scattering tensor and contains the information owvitbrational
and rotational energy levels of the molecule. The paramétanows that the intensity
of Raman scattered light increases inversely with the fopailver of wavelength and
directly with the irradiance of the incident beam. The Hhieire on interrogating the
scattering tensor is extensive and will not be further esquldhere.

Above has been a brief and simplified description of someak#y aspects of the
basic Raman effect. There are other kinds of Raman spectgdoagate an estimated
25 kinds. Some examples are listed below

* Resonance Raman spectroscopy

Surface enhanced Raman spectroscopy

« Spontaneous Raman spectroscopy

Optical Tweezer Raman spectroscopy

Stimulated Raman spectroscopy

Coherent anti-Stokes Raman

Generally the goal is to enhance the sensitivity of the Ranffaste however they are
beyond the scope of this thesis and are listed here only todstrate what a broad
categorisation Raman spectroscopy is.

5.2.3 Raman spectrometers

The basic requirements for the parts of a Raman spectronatemot changed since the
initial experimental demonstration by Raman, though théwuarparts have of course
been drastically improved by modern technology. The basiout requires an excitation
source, a sampling system and a detector. Lasers providghty honochromatic,
high power excitation source, whose choice of wavelengtkeis with regard to the
application. The sampling system merely refers to the ntetiicollecting the Raman
scattered light and depositing it on the detector, it witllirde the collection optics and
the means of separating out the different wavelengths irstlagtered light, examples
include confocal microscopes, dispersive spectrometetsaaousto-optical devices for
filtering. Finally the detector is where the gathered lighineasured, it can range from
a single photodiode in the case of a monochromator layouaistcs more often the case,
an array detector. Generally the detector is an integraaedpthe sampling system. In
modern systems the use of dichroic mirrors, edge pass fdtetsaser line filters further
augment the performance of Raman spectrometers.
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The excitation source in modern Raman spectrometers is a &ssi provides a
high power, monochromatic source of photons. The behawbtite laser source can
have dramatic effects on the measured Raman spectrum. A@yjosids can overpower
the Raman spectrum and add unwanted background to the me&suy¢his is usually
counteracted with the use of laser line filter. Wavelengébitity can also be a factor
as the Raman shift in wavenumbers is measured relative t@aslee Wavelength as ex-
plained in Equation 5.3. Another key parameter is the wangtleof the laser, Equation
5.4 shows this can affect the intensity of the scattered,lighth longer wavelengths re-
ducing the intensity of Raman scattering and shorter wagéhsnncreasing it. Fluorescence
is also a cause for concern; it tends to occur with highergneshorter wavelength
photons and can easily overwhelm any Raman signal. As sutievaad UV wavelength
lasers are rarely used with organic molecules.

The sampling system is often matched to the particularseo$émple being evalu-
ated and can also be designed to include the excitationesoWfoen the collecting optics
and excitation laser are on the same optical axis it is thk beattered Raman light that
is collected, in microscopes this is referred to as an dymihation configuration and
is achieved using dichroic mirrors to couple the laser beaiiné optical path of the
system. This approach is one of the most common in microsapplycations of Raman
spectroscopy, as it provides a straight-forward approackumminating the sample and
collecting the back-scattered light. The RASI system dbscrin the previous chapters
of this thesis provides the sampling system and the caidraind properties of the
diffraction grating used in the spectrometer are also presty described. The details of
the addition of the laser illumination components to theigetill be described in the
following section.

5.3 Raman hyperspectral imaging

Like other spectroscopic techniques, Raman spectroscopyecased for hyperspectral
imaging. It is often referred to as Raman imaging. The matwafor incorporating
Raman spectroscopy into hyperspectral imaging is that wiges a high degree of
specificity for identifying compounds based on their spgus, due to the relationship
of the peaks in the Raman spectrum and the vibrational enevgysl of the molecules,
the spatial distribution of different materials can thendatermined from the Raman
image.

In order to construct a Raman image, each point in the samplg beaged must
be illuminated with the laser to produce the Raman scatteéghdl |Each point in the
sample can be illuminated in sequence with the laser beahreortole sample can be
illuminated in a global illumination configuration.

Scanning methods generally focus a laser spot onto a poithhe@sample and
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collect the signal from this point. Then the sample is mowved the process repeated
until an area has been scanned, the Raman data-cube is ctetsfrom the data at each
point. The time taken for acquisition is a key factor hereinaaging a large area can
be time consuming, to acquire an 12828 pixel image at a 1 second integration time
for each pixel would take- 4.5 hours. The beam can be shaped into the form of a line
and scanned across the sample, thereby decreasing the mahtheasurements that
need to be taken to acquire the whole Raman image [108]. Aldbads exist where
multiple laser spots are incident on the sample, to dectbaseumber of measurements
as well. This can be done using multiple lasers simultarigoas by using a spatial
light modulator[104]. The advantage of focusing the lasenes from the increase in
the incident power at that point, which increases the sightdle Raman scattered light.
The increase in laser power brings its own concerns thougheas is a possibility of
burning the sample in the case of biological samples, thieex@ansion has also been
noted to be an issue [73] .

Distinct from the scanning approaches mentioned aboveplzabpproach does
not use point or shaped illumination, instead the whole afaaterest is illuminated,
then a tunable filter is used to build up a stack of monochrmnratges [20]. In certain
cases it should also be possible to choose an optimisedtaflvsavelengths to measure
and further reduce the time taken for data collection. Tlodglapproach allows for a
large area to be monitored simultaneously, this area ithation is commonly achieved
by defocusing the laser beam to cover the whole region, wisi@n advantage when
used with the RASI system which needs to be able to extract a Rapectrum from
each point in the scene, without adjusting the laser illatom. The trade-off for this
approach is the reduction of incident power at a given pixéieé Raman image, resulting
in a lower Raman signal at each point in the scene.

5.4 Raman RASI

This section describes the necessary additions to the RA®Fiexental layout, namely
the choice of laser, including the wavelength and the resawrihe choice of wavelength.
The necessary filters chosen are also described, as wedliasisies and positions in the
setup. The global illumination system designed and impigatefor the system will
also be described, including a description of the laserggapon through the setup and
various considerations when expanding the beam to illutaitree FOV of RASI.

The implementation of Raman spectroscopy in the RASI systeunned the ad-
dition of an excitation source to the setup. The source usedawv8smlaser, named
a “Luxxmaster MiniRaman Boxx”, supplied by Laser Componeni#h wower output
up to 500mwW. The wavelength was chosen as a compromise between theeteduc
efficiency of the Raman effect at longer wavelengths versesdlduced potential for
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Figure 5.2: Spectral output of Raman laser

background fluorescence, which is common in organic samglkee output spectrum
from the laser is shown in Figure 5.2. The key issue when degidow to illuminate
the sample was to enable the RASI setup to be able to collétfigm any points across
the FOV simultaneously, this required multiple regions ¢ollluminated with the laser
to produce the Raman effect at these points, the two primamoaphes for illumination
are described in Section 5.3. Any scanning technique woeikd® limiting, as scanning
a single laser spot or line would would be too slow. In priheipf multiple laser spots
were generated and could be coordinated with the apertdirdge &RASI system that
would be desirable, this could be achieved with multiplefdseams and galvo-mirrors
used to direct them, or otherwise an SLM could be used to gémerspot pattern on
the sample. These approaches would require careful coasmte of the design of the
illumination, as well as adding extra calibration procexyrinstead it was decided to
implement a global illumination setup.

One of the main advantages of using a global illuminationlayvas that the entire
FOV was illuminated simultaneously. This allowed the RASiteyn to be used without
any further calibration steps or considering the alignnoérat laser spot with a point of
interest. The laser was coupled to the back-aperture of ibl@stope objective and the
beam was defocussed to implement the global illuminatiodicAroic mirror was used
to couple the laser light into the optical path of the systfine primary disadvantage
of using the global illumination was that the power of theelawas distributed over
a relatively large area, thereby reducing the maximum s$ignaoise possible. The
loss in signal was compensated for by increasing the iniegrime of the camera and
averaging frames. Only in the case of tracking in a dynaneasavould the time delay
between acquisitions become an issue, but the fundamewetéiciency of the Raman
effect prohibits such high speed acquisition in any case.
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5.4.1 Modeling of the global illumination

The goal of the global illumination was to create a defocuaedr beam in the object
plane of the microscope objective to illuminate the sampléhe RASI FOV (which
was= 80x 60 u m). The defocussed laser beam was to be slightly larger tman t
FOV of RASI in the same object plane so as to use the optical pbwm the laser
efficiently. If the laser beam was too large, any part of thensity distribution incident
outside the RASI FOV would be wasted, as no Raman spectra ceutdllected from
these areas, also it would reduce the amount of optical pawaitable to the regions
in the RASI FOV. If the laser beam was smaller than the RASI FOVh&ascattering
would not occur in regions with no incident laser light, reohg the useful area of the
RASI FOV unnecessarily. The additions to the RASI setup toesehihe required beam
size are shown in Figure 5.8, the divergent output from the 7® diode laser was
collimated by a simple lens, this collimated beam was ctdlgédy a tube lens and
coupled into the primary optical path using a dichroic mirrdhe beam entered the
back aperture of the microscope objective and a divergearhbeas output to the object
plane, the extent of the divergence and area of illuminatarid be altered by adjusting
the distance between the tube lens and the back aperture afitthoscope objective,
thereby achieving the necessary coverage of the RASI FOV.

A model of the global illumination was created using the e¢igus of Gaussian
optics. This was used to determine the behaviour of the lzesem as it passed through
the simple lens, this model was then extended using the gddysiopagation calculation
capacity of Zemax to further model the behaviour of the beant passed through the
more complex elements in the setup, such as the tube lens i@nolsoope objective.
The purpose of the modeling was to demonstrate that the iexpetal layout given in
Figure 5.8 for the illumination could provide suitable coage of the whole RASI FOV.

Gaussian optics uses a complex radius of curvature compuiste wavefront
curvatureR(z), and the transverse size of the bean(z). This so called “g-factor” is

given by the relation:
1 1 . A
a2 R@ " w(ap &9
whereinz is the distance the beam has traveled arid the wavelength, als&(z) and

w(z) are defined as

R(2) — z(1+ (%’)Z) , (5.6)
and AZ o
w(2) =W00(1+(W) )2, (5.7)
00

wherewgg is the minimum value of the beam waist.

The properties of a Gaussian beam are dependent almoglgotirwgg, as well
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Figure 5.3: Collimation optic overview; the lens used had a focal
length of 10 mm, the blue line represents the position of the new beam
waist after passing though the lens, its value wasw?2.5 mm. The
new Rayleigh rangegzbased on g4 was 250 cm.

as the wavelength, one®) is known, then it is possible to calculate the beam size for a
given distance. The far field divergence of a Gaussian beam is given by tiatioat

g— W2 _ Woo (5.8)
z =

which is useful for determining the minimum beam waist of selafrom the given
divergence. Further, another useful quantity is the Ralldigtancezy,

TWGo

R= (5.9)

which is the distance over which a beam will remain collindaté is also useful to note
that the “q factor” can be expressed as

q(z2) = z+izR, (5.10)
and which has the useful property that at the beam waist mimimvhenz = 0, that
q(0) =izR. (5.11)

When a thin lens is placed in the beam path the properties dfdlm are transformed,
the relationship between the beam before and after a lerecaf fengthf, with the q
factor just before, sag;, and aftemg, the lens is given by

f—ar

Q2 (5.12)

The distance from the lens to the new beam waisgnd the new beam waist minimum,
Wp1 are given respectively by
Zn= Re(p) (5.13)
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and

woy = —YAM®)_ (5.14)

Im(a1(0))

The equations described above are used to help model theditiin of the illumination
layout, the collimation of the diode laser output.

To collimate the diode laser it was necessary to calcul&eninimum beam waist
of the beam as it emerged from the laser. The value for thagbnee was twenty
degrees, using Equation 5.8 the valuewigp was calculated to be roughly one micron.
This value ofwgpg was used with Equation 5.7 to determine the beam waist atandis
of z= 10 mm, which was the focal length of the collimating lens. &ipn 5.10 was
used to determine the g-factor at the lens, then the g-faftierthe lens was determined
using Equation 5.12, following this the new beam waist mimmwp1, was calculated
to be 25 mm, and the new Rayleigh range from this beam waistzygas 25000 mm,
which was the range over which the beam would remain colechat he change in beam
waist size from the initialvpg to the lens position and the beam waist change after the
lens are plotted in Figure 5.3. The collimated beam waist tise=d as the starting point
for the Zemax simulation.

The calculated beam waist of the collimated beam was usdueastdrting point
of the Zemax model, this beam size was verified by measurembich confirmed
the calculated value. The Zemax model consisted of the teihe &dnd a microscope
objective. Since the exact parameters of the microscomettg used in the setup were
unavailable in a Zemax format a similar microscope objectwas used in the model, as
the aim of the model was to demonstrate that by adjustingitarcte between the tube
lens and microscope objective the size of the divergent bhaghe object plane could
be altered in a controlled manner. The ray diagram of the Zesimaulation is shown in
Figure 5.4, the dichroic mirror used in the main setup showigure 5.8 was omitted
to simplify the model. In the model, the collimated beam iemted by the tube lens
and begins to converge between the tube lens and microstppetive resulting in a
divergent beam in the object plane, which is a reversal ohtitenal usage of an infinity
corrected microscope, where the beam would be collimatsuadas the two lenses and,
brought to a focus behind the tube lens to form a magnified éxdighe object plane.

The result of the convergent beam entering the back apesfutee microscope
objective was a divergent beam at the output, which is alswshn Figure 5.4. The
size of the divergent beam needed to match that of the RASI &34, the intensity
distribution needed to be such that the distribution actlesfRASI FOV was sufficient
to produce a Raman spectrum at each point. In order to achieyartost of the power
needed to be within the RASI FOV, since the intensity distiduwas Gaussian, then
the percentage laser energy within the beam waist) at a giverz was 864% and the
percentage at the Full Width Half Maximum (FWHM) point wasB%. An example
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Figure 5.4: This figure shows the ray trace diagram from the Zemax
simulation, the first diagram shows the beam propagation, through
the tube lens and the microscope objective, to the object plane. The
first enlarged diagram shows a close up of the beam path through
the microscope, the second shows the divergent rays output from the
microscope objective, the result of which is a defocused spot in the
object plane of the system.

of the intensity distribution for a distance df= 171 mm between the tube lens and
microscope objective is shown in a contour plot in Figure(&)5three line profiles for
different values ofd are shown in Figure 5.5 (b). By adjusting the parametethe
FWHM could be modified so as to cover the RASI FOV, by making thanbéarger
the coverage of the RASI FOV became more uniform, but more paas deposited
outside, making the beam smaller resulted in more powergbeimcentrated in the
center of the distribution resulting in less uniform illumtion. A stack of three contour
plots of the intensity distribution for different values dfare shown in Figure 5.6 to
demonstrate the change in size and distribution with a aghandistanced.

The model demonstrates that the layout for the global ilhation shown in Figure
5.8 can be used to produce a laser beam of sufficient width/er tioe whole RASI FOV.
While the model contains differences from the layout, sucthasise of a different mi-
croscope objective, these differences were compensateaperimentally, for example
by adjusting the distanakbetween the tube lens and microscope until the required beam
width was achieved.
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(b) Line profiles for multiple distances
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Figure 5.5: (a)Contour plot of the normalised intensity distribution

at the object plane of the microscope objective for distance 171

mm between the tube lens and the objective. (b)Line profiles of the
intensity distribution for three different distances between the tube

lens and objective, the change in FWHM of the Gaussian intensity

distributions demonstrates that the laser beam can be expanded to
the size of the RASI FOV by altering the distance between the tube
lens and microscope objective.
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Figure 5.6: Stack of three contour plots of the intensity distribution

at the microscope object plane for different distances between the
microscope objective and the tube lens in the Zemax model. The three
contour plots correspond to the three line profiles given in Figure 5.5

(b).
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5.4.2 Filters

The other major change to the RASI setup was the addition ofex line filter and

an edge pass filter to the layout, their purpose was to impiteyg@erformance of the
system by blocking background or stray light, as well astelaky scattered photons
from the laser, from entering the spectrometer. Furtheenaadichroic mirror was used
to couple the laser into the RASI optical path, though it alstec as a filter in the
optical path. Each filter had a specific purpose and needeel po$itioned according to
their transmission profiles in order to operate effectivedlyich will be described in this
section, the locations of the filters are noted in Figure 5.8.

(a) Laser line filter

(b) Edge filter
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Figure 5.7: Plots of the filter added to RASI system; (a) is the
transmission profile of the laser line filter, (b) the edge filter, (c)
the dichroic mirror and (d) plots the edge filter and dichroic mirror
around785nm.

The spectral profile of the laser is shown in Figure 5.2. Thep@se of the laser
line filter (labelled as F1 on Figure 5.8), whose transmissiorve is shown in Figure
5.7, was to attenuate the extra light generated by the deky kt wavelengths away
from the central peak, which diode lasers are known to gégettae spectral profile of
the laser is shown in Figure 5.2. The extra light was a sourt@ackground noise that
could have easily contaminated, or potentially overwhelmey Raman signal gathered
by the spectrometer. The filter was placed in the collimateahip of the laser, before
it combined with the primary RASI optical path, this was to ued the amount of
extraneous light entering the system.
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The edge filter, shown in Figure 5.7, was placed before theece of the spec-
trometer, it is labelled as F3 in Figure 5.8. It blocked amgptiat a wavelength lower
than the cut-off wavelength of 785 nm. This had the affectfafeonoving stray light
at shorter wavelengths, including any Stokes scattered Rargaal. It also helped to
prevent any elastically scattered light from the laser femtering the spectrometer. The
transmission spectrum at wavelengths lower than 640 nnrasieand allows visible
wavelengths to pass, which was a problem for the illumimagstem of the RASI
system, though easily solved by using a bandpass filter ajlehivavelength to filter
the illumination or otherwise switching off the light soera/hile collecting data.

A dichroic mirror was used to couple the laser beam into the IR¥fcal path,
the beam was incident on the mirror at’4fnd was reflected into the back aperture of
the microscope objective. Light of other wavelengths thatenncident on the dichroic
were transmitted according to the transmission curve showaigure 5.7 (c), resulting
in any light from the laser that was back reflected from thearbeing attenuated. The
transmission profiles of the edge filter and dichcroic miag compared in Figure 5.7
(d), itis noticeable how far the dip in transmission of thetaloic extends into the longer
wavelength region, almost to 830 nm, resulting in decreaggthl in this region of the
spectrum.

Finally, the Kaiser Holospec spectrometer includes a laseblocker that blocks
the elastically scattered laser light, this filter is dedads F4 in Figure 5.8. In summary
the filters added to the system improved performance by mghfg prevent elastically
scattered light from the laser entering the spectromédteugh at the cost of a reduced
photon count in a portion of the spectrum, up to 830 nm, duartiqular to the dichroic
mirror. Furthermore they removed background and scattigyietfrom the system which
could have degraded the quality of the Raman spectra obthintdee spectrometer.

5.4.3 Experimental alignment

In what follows the necessary experimental alignments isHinoupling the laser into
the RASI system are described. While the Zemax model and thiemnsydiagram in
Figure 5.8 show the positions of the various parts added ¢ooftical system, the
distance between the tube lens and microscope objectidedée be set experimentally,
also since the beam width was much smaller than the micreseQYy the position of
the beam had to be moved until it overlapped with the RASI FOie@vise, a region
of the sample would be illuminated where no signal could Beected from.

A mineral sample which was a strong Raman scatterer was ptaagdhe mi-
croscope objective so that it filled the RASI FOV. Then, migtiglits were opened on
the DMD, the tube lens distance and position of the mirror, W&re adjusted until the
intensity measured at the slits was optimised. The minesatiwas called Crocoite,
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further details on the spectral properties are given in th section.

In the experimental alignment, the mineral sample was plat¢he object plane
of the microscope such that it filled the entire RASI FOV. Themumber of slits on
the DMD were opened which could be monitored on the outpuhefdpectrometer.
Once the laser was activated the Raman spectrum of the Craca#tesisible on the
spectrometer camera. By adjusting the distance betweenuligeléns and the back
aperture of the microscope objective, as well as tiltingrthiror, M3, the intensity of
the collected spectrum was increased. This adjustment edsrmed until the peak
intensities were at a maximum, across the slits of the RASI.FOV

This section has described the steps in modeling and impitamgea global il-
lumination type setup for the Raman spectroscopy portion cBRExample Raman
spectrum will be shown in the next section.

TL F2

Microscope
objective

Tube lens Sample slide

Kaiser Holospec

F4 +~__ Imaging spectrometer F1

Laser source
Illumination
Andor Newton camera E

Figure 5.8: Modified RASI setup for Raman spectroscopy, similar to
the diagram in Figure 3.1 with the addition of the laser illumination.

5.5 Example Raman spectrum

As a means of demonstrating the acquisition of a Raman specé&raample of Crocoite
was used. The acquired spectrum was compared against than lproperties of the

mineral. This comparison was used to verify that the dataieed was commensurate
with the known characteristics of the spectrum, princiyptie positions of spectral lines.

The mineral in question, Crocoite, is a lead chromate, itigcstire is crystalline
and it was semi-transparent with a reddish orange hue. QGeot®imined in a few
locations in the world and is relatively rare, it was onceduas an ore of chromium
but this no longer the case due to it’s rarity, though it il sbught after by mineral
collectors for the purposes of display. The sample usedwas@btained from a generic
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supplier of minerals and crystals, while the referencetspetwas taken from an online
database of mineral spectra [7].

x 10 (a) Reference Crocoite spectrum (b) Crocoite spectrum
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Figure 5.9: (a) shows the reference spectrum obtained, in the top
right corner is an image of the Crocoite crystal from the reference
data. (b) is the Raman spectrum measured directly with RASI, in the
top right corner of the spectrum is the image of the crystal obtained
via the RASI microscope.
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Figure 5.10: The Raman spectrum of polystyrene with characteristic

peaks at 618, 997 and 1027 ch The spectrum is smoothed with a
moving average filter.

Figure 5.9 shows a reference spectrum of Crocoite and thdrapeacquired
from the Crocoite sample used in this experiment. Esseptidde Raman spectrum
of Crocoite has two distinct sets of features, a group of pemks 385cmt and a
single at 838&m 1, which are present in both the reference and measured gpestr
though the relative intensities between the peaks of tleeate spectrum and those of
the measured spectrum are different. The Raman signal daeslikaman shifts will be
less that expected due to the transmission profile of theacfilter which attenuates
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up to 830 nm, as shown in Figure 5.7, 830 nm is 678 tifor a 785 nm laser. A second
Raman spectrum is shown in Figure 5.10, in this example a siealé of polyethylene
was placed in the microscope sample plane and the Ramanspeatquired. The
resulting spectrum shows three features expected of atgody®e spectrum, peaks at
approximately 616, 997 and 1027 ctfn

5.6 Different Sampling approaches

The remainder of this chapter concentrates on describipgpaphes to sampling a scene
with RASI that exploit its unique architecture, namely théigbto acquire voxels in
any almost any order from the scene, which enables a repatisensubset of regions
of the total scene to be collected and thereby reducing tHection of unnecessary
or unwanted voxels. Similar sampling approaches are oftgpla@/ed during the post
processing of hyperspectral datacubes acquired by oth@nsr(sequential scanning or
snapshot), that is only a subset of the collected data endsiog used for understanding
the properties of the entire datacube [83]. The goal here describe such alternate
hyperspectral sampling approaches, though implementdetiacquisition phase rather
than the post processing phase. To that end, a full datases@éne was acquired and
used as a test case for different approaches.

A single test case was used for all the sampling methods thexdhad the advant-
age of simplifying the process of acquiring the data as iy meleded a single dataset to
be collected. Also, this allowed the different technique®¢ compared to each other
and to the complete set more easily.

In this example, the case considered is that of a so calleahpiclassification,
with the scene consisting of two distinct spectral classdslouted over different spatial
regions. This was constructed by using a sample of Crocaiteothly partially covered
the whole RASI FOV and then scanning the whole FOV, with thaltéing two regions
where the Crocoite spectrum was “present” or “not presenthe particulars of the
binary classification will be described in more detail in Bidwing section.

While more complex, multi-class problems can be consideneddcus here is
on determining an approximation to the spatial distributod the two classes. Binary
classifications also correspond to a number of useful ¢ieasons scenarios that are im-
portant in their own right, e.g. “healthy” or “unhealthy” &fipresent” or “not present”.
Furthermore, binary classification can be extended to ruld#is problems, which is the
case in various hyperspectral classification algorithms.

The reason for estimating the spatial distribution disgathther than after col-
lecting the whole dataset is that it shortens the acquistime and the amount of data
collected. Most meaningful spatial distributions of a givguantity will consist of a
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region with borders, the purpose of any approximation isetmonstruct the borders,
thereby accurately dividing the scene into its distinctorg accurately. The approaches
to sampling can be based on some blind random sampling obgsied method, though
these ignore the spatial information available from thegimg channel of RASI. Using
the imaging channel as a reference, regions to sample caeldsesd directly, or via
some basic image processing method. After the samplingttheture of the scene was
reconstructed using a nearest-neighbor interpolation.

In what follows, the details of the test case used to dematastine various sampling
methods will be given, then examples of the different sangpihethods will be shown,
the results of each will be compared with the full test caselts. Finally there will be
some discussion of extending the results to more complescas

5.6.1 Test case overview

To obtain the data for the test case, a fragment of Crocoitstaryvas placed such
that it partially obscured the RASI FOV. Then, the FOV was sealsequentially using
apertures consisting of 10 by 10 DMD pixels, the result of tgan was a 100 by 30
data set of Raman spectra. Each vertical column of the regudaita set contained 100
elements, with 30 elements in the horizontal direction, aiswaken from the central
region of the image of the RASI FOV shown in Figure 5.11 (a). Mafsthe spectral
information was contained in the two peaks of the Crocoitectspm, the intensity
distributions of the two peaks across the spatial regionshmevn in Figure 5.11 (b)
and (c), with (d) showing the intensity from a peak-lessa@agiThe distribution at these
wavenumbers broadly matches the image, with the intensitygdhigher on the regions
with Crocoite and effectively null on the empty region.

Using the spectral information, two spectral classes wenegated for the purpose
of labeling every pixel in the data set. The classes were tlredite class and an
empty class, essentially a flat spectrum. A large degreeradti@n was present in the
spectrum collected at various points; to account for af tlariation numerous spectra
were combined into a single training set for the Crocoitescl&pectral variability can
be caused by non-uniform illumination, differences in aneftexture or the presence of
impurities in the sample, it is an ever present issue in spledassification and, in this
case is countered by creating a robust training set for thesiflcation. Similarly for
the empty training set, numerous spectra were used in thményaset. In total 18 and
14 spectra were used in the Crocoite and empty training s=gectively, these can be
seen in Figures 5.12 (a) and (b). Further a plot of the intgnaiues at the two Crocoite
peak wavenumbers for all the spectra in both training sethasvn in Figure 5.12 (c),
the values from the different spectra can be easily seghvégaally, showing that both
classes are distinct.
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(a) Image of scene (b) Spatial distribution for first peak
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(c) Spatial distribution for second peak (b) Spatial distribution for peak-less region
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Figure 5.11: (a) shows the image of the Crocoite fragment as seen
through the imaging camera. (b), (c) and (d) show the intensities
at three different wavenumbers across the scene as measured by the
spectrometer

The purpose of using these two robust spectral classes wseat top a binary
classification problem. In later sections where alternptgial sampling methods will
be described, the same spectral spectral classificatiomagpwill be used, the focus
will be on approximating the spatial distribution of the s8as, which for the full test
case is shown in 5.12 (d).

The most salient spatial structure in the test case was ttieebbetween the two
different classes, it can be seen to correspond to the visffi@tence between the parts
of the scene image (Figure 5.12 (a)) where Crocoite is, andtipresent. Though there
are clearly small regions that are intermingled with the Gigcregion which contain
the empty class spectrum, this was likely due to some impprésent in the crystal
or other contamination that resulted in the null Raman spedtor the purpose here,
the physical reason had little significance, except in sasahese small outlier regions
added complexity to approximating the overall spatialribstion.

Various approaches to sampling the scene will be discusstifollowing sec-
tions that will reconstruct the test case to varying degré@sly a single structure in
the data set will be concentrated on, the border betweemthelasses, focusing on this
aspect of the reconstruction makes the process more dfaaighard, however the results
from this binary classification can be extended to more cermpiulti-class problems,
though that will not be examined in this thesis. These appres were demonstrated
using the test case described here; by indexing the fulyarsang the same method as
the sampling method under test, a real experiment was siealldwas then possible to
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Figure 5.12: (a) and (b) show the spectra used in the training sets for
the Crocoite class and the empty class, respectively. (c) is a plot of
the wavenumbers of th two Crocoite peaks against each other, for the
spectra in the training set, (d) is a contour plot of the classification
result with the line showing the border between the two classes.
Green represents the Crocoite class and blue the null class.

compare the results from the different approaches to theléta set, which acted as a
reference.

5.6.2 Blind random sampling

As a first example, the scene was randomly sampled witholgagement, this approach
relied completely on the spectroscopy channel of RASI, igygoany information from
imaging channel. Random sampling is a common sampling metinede, each point
in the scene has an equal chance of being selected. An exit#&ioo was added to the
sampling process that limited the number of samples perodly $o as to simulate the
limitation imposed by the possibility of spectral overlaghe actual RASI instrument.

The random sampling strategy generally provides each stibj@ population set
with an equal probability of being selected. As a result @,th provides a fair way of
selecting representative samples, though it is subjectieeee of luck, But, so long as
the subset extracted is representative of the total datasetit is still reasonable to use
random sampling.

In the context of the test case, at most 100 points could lexteel in a given
measurement set. To randomly select points, subject toottstraint, firstly the vertical
index was selected at random without replacement, thigpstbpertical indices being
selected twice in a measurement set and, thereby prevespigral overlap. Then,
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the possible horizontal values for that vertical index wiested - values that had been
selected in a previous list were removed from this list - améhdex selected at random.
A Matlab function,datasamplevas used for the randomised selection, for repeatabil-
ity all the random values and the order they were generatedg wtored in an array.
Index coordinates were generated and stored until eacldicade in the test case was
sampled, this set of random points were used to sample thim tesrying amounts and
subsequently reconstruct the classification map.

(a) Spatial distribution for 50 points (b) Spatial distribution for 100 points (c) Spatial distribution for 200 points
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Figure 5.13: Here, Figures (a) - () show the reconstructed spatial
distribution of the two classes for different amounts of samples, the
green represents the Crocoite class and blue the null class. (f) shows
a plot of the percentage of correctly classified pixels for different
numbers of samples, even for the lowest then number is &58ae

Shown in Figure 5.13 are the results from the classificatemmomstructions for
various numbers of points in the scene sampled. Once a swbhsetollected, a classi-
fication map was generated using a “k Nearest Neighbour”Ng-a&pproach. At each
point in the 100 by 30 array of potential points, the k neamesasured pixels were
determined, the distance to the nearest points was cadulaing a Euclidean distance
metric. A majority vote of thé points was used to determine the class of the data point
in question, for example witk= 5, a data point which had of its 5 closest known points,
3 which were the Crocoite class and 2 which were the empty,dlaess that point would
be set as the Crocoite class. Since in the examples here & blaasification was used,
then selecting k to be an odd number ensured no vote woul@e ti

Results of the k-NN reconstructions are shown in Figures,Fiflres 5.13 (a)-
(e) show the classification maps for the spatial distributior different numbers of
points collected. As the number of points collected inceedle accuracy increase, this
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is shown in Figures 5.13 (f), where the number of correcthgsified points for different
numbers of points is shown. The reconstructed classificatiaps were compared to
the full map from the test case shown Figure 5.12 (d) to detexrthe number of
correctly classified pixels. As the number of points colbeldhcreases the reconstruction
accuracy increases, though this can be dependent on thibutish of collected points,
as the accuracy decreases slightly for the values in théngnalpigures 5.13 (f), before
increasing again. But even for the initial case, where onlgd&fts were collected, more
than 85% of the pixels were correctly classified, though ihbdss clear from the visual
representation in Figures 5.13 (a) for that case. The dveraiber of correctly classified
pixels does not increase much with an increase in the nunilsanaples collected over
the initial 50 sample set, for 1500 points the accuracy ightu91% a 6% change for a
30 fold increase in the number of points collected.

The classification reconstruction results indicate, is t@se at least, it was suffi-
cient to sparsely sample a scene to effectively represenntjority of the information
present. Indeed, only 50 randomly selected points wereinejio reconstruct the
classification map of the whole scene using a k-NN algoritbrwithin 85% accuracy
of the fully sampled classification map. This is consisteith\statements earlier in the
thesis that in most cases, spatial features are highlylatece which implies that it is
possible to predict the value at one location from a nearbgtlon via an interpolation
method, as has been demonstrated here.

5.6.3 Systematic sampling approach

Systematic sampling methods acquires samples in an oradeagdrom the overall
population. Other spectral imaging systems, such as the&abpawavelength scanning
based methods, use a systematic sampling approach, halvever their fixed apertures
the form of that approach is limited. RASI has the option ofegating any aperture
or distribution of apertures so it can implement systemsdimpling approaches other
methods cannot. Here, will be discussed an example of ggeédaampling, that is
where a regular grid is placed across the FOV, grids of diffedensities will be shown.
The k-NN method for interpolation used previously was use las well.

Compared to random sampling, systematic methods can progtter coverage of
the area, avoiding the possibility of sample points clusterProviding the grid samples
the features present in the data it can be used as reprégenfahe population. If the
different spatial regions are not sampled sufficiently tosld introduce a bias in the
collected data, this can be avoided with a sufficiently demgkof points.

Grids with 30, 50 and 100 points were constructed to dematesthe systematic
sampling of the test case, the sampling points were chosas smform a grid across
the whole scene. For a given number of samples, the numbeirtspn the horizontal
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(a) 30 point grid (b) 50 point grid (c) 100 point grid  (d) Correctly classfied pixels vs. sample size
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Figure 5.14: This figure shows the reconstructed classification maps
for different grids in parts (a) - (c), green represents the Crocoite

class and blue the null class, part (d) shows the number of correctly
classified pixels for each grid size. (e) - (g) show the positions of
the sampling points used for each grid with respect to each other. A
value of k=1 was in the KNN algorithm for the 30 point grid and

k = 3 was used for the 50 and 100 point grids, the accuracy of the
reconstruction increases, as before, with the increase in number of
points used in the reconstruction.

and the vertical directions were chosen, then the points waced in a grid equidistant
with respect to each other. The points were staggered indheal direction so as to
account for the avoidance of spectral overlap, these bligions of points with respect
to each other are shown in Figures 5.14 (e) - (g), for the thiféerent grid sizes.

The classification maps were reconstructed for the difteyads, these are shown
in Figures 5.14 (a) - (c), the k-NN approach was used Wwith 1 for the 30 point grid
andk = 3 for the other two grids, due to the number of points presEme. classification
accuracy is shown in Figure 5.14 (d), even for the sparsédt-grith 30 points - the
accuracy was above 90%, higher than the accuracy obtaimgddagandom sampling
used previously.

Using a grid based sampling pattern exploited, in this dasehigh degree of spa-
tial correlation for the two classes, essentially that the tlasses occupied continuous
spatial regions. This made it possible to get improved rsttantion results for smaller
numbers of points than used in the random sampling methoer Brids could be used
for cases with different spatial distributions, though ahwny systematic approach the
form of the sampling pattern would need to be tailored to tttaa spatial distribution
present.
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5.6.4 Overview of sampling methods

Random sampling and grid based sampling are both examplekiofyta subset of a
larger population and using the subset to make inferenaas dite total population. In
the examples above a classification map of the whole imageléyopulation) was gen-
erated from the data acquired from the sampling processese Bierall classification
accuracy for the interpolated classification was high irhhmatses, differences between
the two results can be seen in the representations of the, maaygom sampling resulted
in more small variations scattered about the map, whereagriti sampling approach
created a smoother result. Small spatial variations wese tesent in the true data
set, so in that regard the random sampling reproduces tpat@better than the grid
sampling, but, the overall accuracy of the grid samplingoisststently higher for lower
number of points.

The importance of reproducing the small, local variatianshie spatial distribu-
tions of the classes depends on the analysis being perfonmettods that are interested
in the spatial distribution over a large area - a significantipn of the total image area
- often smooth out small variations. In other cases, thesdlsmariations can be of
interest as indicators, of say impurities present in a sapyghich can be a useful metric
in quality control assessment.

Numerous other ways of extracting a subset from a populatrerpossible, the
methods described here are a simple and robust approaahpdirsgthat are commonly
employed in statistical sampling in general. Other methwads take account of prior
knowledge, which in the case of RASI could be estimated froerctfiour image meas-
ured. Indeed, many current hyperspectral imaging claasibic algorithms combine
spatial parameters in their classifiers. These measureeipeel of spatial correlation
between adjacent pixels and neighbourhoods of pixels avel leen shown to improve
classification performance. In principle, RASI could detemrspatial correlation para-
meters using the colour image and then combine these pamriethelp construct a
more general type of classifier that would be unique to RASI.

An iterative approach could adapt the sampling distributmthe changing con-
tent in a scene, thereby combining some of the elements airdynspectral imaging
discussed in the previous chapter with the capacity to itoact full spatial distributions
of characteristics demonstrated in this chapter.

5.7 Chapter summary

This chapter described the background to Raman spectrosewpthe underlying as-
pects that affect the performance of Raman spectroscopiwiments, such as laser
illumination wavelength. Methods that combine hypersgatnaging and Raman spec-
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troscopy were discussed in the context of the illuminatiogthad, comparing point
based and global illumination layouts. The necessary afmhg incorporate Raman
spectroscopy into the RASI system were described: a ray tnacde! of the illumination

and the necessary optical filters was presented. Exampterapdf a mineral called
Crocoite and a sample of Polystyrene were also shown.

Alternate spatial sampling methods were demonstrated)ustest case that was
generated using the Raman spectra of Crocoite. To that endyaaybilassification
problem was created, using a Crocoite sample in an image, teathhere were two
regions where Crocoite was “present” or “not present”. Theng was scanned by RASI
to create a test case, this test case was then used to sitiffitent sampling methods.
Two methods were tested: a random sampling approach and baged method. A full
classification map was constructed for different numbersaofples in each case using
a k-Nearest Neighbour interpolation algorithm, the ressittow that the original dataset
could be estimated with high fidelity. Finally, other potahsampling approaches that
could be used with RASI were discussed.
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Chapter 6 — Conclusions

This thesis has explored an alternate approach to spectegjing, where a spatially
sparse subset of the whole hyperspectral image is recondech was termed Random
access spectral imaging (RASI). This approach helps to owesome of the common
bottlenecks in high-resolution dynamic spectral imagimgl @pens up new possible
approaches in sampling a hyperspectral scene. The enaddingology used to achieve
RASI is the digital micromirror device (DMD) which allowededlacquisition of spatial
and spectral information to be de-multiplexed into différeptical paths of the same
optical system. This thesis contains a description of threldpment of the idea of RASI;
the concept and construction of a RASI device with a DMD; anchalestrations of
applications of RASI. In what follows a summary of each chapi# be given followed
by some possibilities for future work leading from this tises

6.1 Thesis Summary

This section provides a brief summary of the thesis on a endpt chapter basis, of
which there were 5 excluding the current.

Initially, in Chapter 1, the basics of spectral imaging anddxyension hyper-
spectral and multispectral imaging were described, this fedlowed by a review of
different time-sequential and time-resolved spectralgimg devices, the purpose of
which was to show the merits and limitations of the differapproaches and, that
spectral imaging devices consist of a series of performarmaake-offs or bottlenecks,
which must be considered for a given application. Randonesscspectral imaging
was then introduced fully, by describing the meaning of #rentand the bottlenecks in
achieving dynamic, high resolution spectral imaging anal RORASI approach could
overcome or circumvent the bottlenecks. A survey of relewaurti-object spectroscopy
devices and DMD based optical systems were also describexs ®© lay the basis for
the construction of the RASI system.

The optical design of RASI was introduced in Chapter 2, the ephdor the
device was shown and how it would be implemented with the DMI3 explained. The
geometrical optical properties of the DMD were discussetitha limits they set on the
overall design described, the use of telecentric lensdseisystem was also discussed.
The Scheimpflug condition, which was required to keep thieidiht conjugate planes
of the optical system in focus, for the off-axis design waplaixed and extended to
describe telecentric lenses. The potential illuminatiptiams were detailed and an off-
axis illumination of the DMD was selected to allow easiegainent of the spectrometer.
Distortion from the spectrometer was also considered, hedriclusion of the Kaiser

137



Chapter 6: Conclusions

Holospec f1.8 spectrometer in the system was described.sy$tem throughput and
by extension the etendue relations were derived for a DMDtedainsystem. Finally,
a ray trace model (using ray trace software Zemax) of a palesystem was used to
demonstrate the optical design, including demonstratiegScheimpflug condition for
the different optical paths in the RASI system.

Chapter 3 described the experimental components, layout@matruction of the
RASI system, followed by calibration and stray light chaegsistics. The basic layout
was given, as well as details about the components: the DR®tdlecentric lenses
and the Kaiser Holospec spectrometer. The completed layastshown in a com-
puter aided design (CAD) drawing and images of the breadbsztm were shown.
Additionally, a microscope coupled to the RASI was also baiitl the details of the
Koehler illumination and the microscope were shown. Methadre developed for the
geometric calibration of the DMD with the imaging arm andapascopic arm of RASI,
for the spectroscopy arm the results were shown at a rangéereat wavelengths. The
resolution of the system for different apertures sizes vedsutated for the IR grating.
The presence of background scattering from the backplatreed®MD was shown, and
a means of removing it was devised, spectral crosstalk vgasdecussed. The signal to
noise relation for a given DMD aperture was also given.

The focus of Chapter 4 was to demonstrate RASI, first a simplmpbawhere
a number of points from across the field of view were selectetithe spectrum from
those points was extracted, as in a multi-object spectrem@&b demonstrate dynamic
spectral imaging, an experiment to measure the change ofrapefor red blood cells
undergoing de-oxygenation was performed. The backgroustdvation and necessary
theoretical considerations for calculating the absorbari@ red blood cell were presen-
ted, the results show the expected change in spectrum whashcalculated for inter-
mediate stages in the process using linear spectral ungnixieasurements were taken
from ten red blood cells simultaneously. The issue of spéotrerlap and examples of
overcoming it using some techniques from linear spectratiximg were presented as
well.

As a demonstration of the adaptability of the RASI system,aswnodified for
Raman spectroscopy and alternative spatial sampling safemieyperspectral imaging
were investigated in Chapter 5. The background and praatmasiderations of im-
plementing Raman spectroscopy were discussed and a gloimaination method was
designed and added to the RASI layout. The Raman spectrum afierahi Crocoite,
was collected and compared to a reference spectrum to slewotlection of Raman
spectrum, a spectrum of polyethylene was also shown. A iclassification problem
was constructed and used to simulate different samplingmseb; both random sampling
and a systematic grid sampling methods were tested foréiffenumbers of samples
and, were shown to reconstruct a classification map with fdtghity.
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6.2 Recommendations for future work

This thesis has shown a practical design for the constnuaifoa RASI device and
demonstrated dynamic spectral imaging of red blood cellsSR#as been extended to
collect Raman spectra and this has been used to show altepadi@ sampling methods
that are not possible for other spectral imaging deviced, v@aere used to construct
classification maps with high accuracy.

The optical design of the RASI system used in this system aabiictional, could
be improved upon. Primarily the imaging and re-imaging aptf the DMD could be
improved with the use of custom optics to increase the nwakaperture and hence
the etendue of the system, bringing the incident f-numbmanff/6 to close to the limit
of f/2.4 for the DMD. This would lead to an overall improvenémthe performance of
RASI, though it should be noted designing low f-number foe¢ehtric lenses is difficult
and they are currently expensive to manufacture.

The dynamic spectral imaging would benefit from an increaseptical through-
put; also the development of a bespoke tracking algorithmréxing the positions of
red blood cells could improve the performance of that expenit.

In terms of applications in Raman spectroscopy, the impleatiem of a point
illumination to complement the DMD apertures could imprgexformance over the
current global illumination. This could in principle be aeWed using a spatial light
modulator to create a pattern of spots over the FOV.

Beyond the practical improvements mentioned above, it shbel possible to
implement numerous approaches to spatial sampling thahatreossible with other
spectral imaging systems due to their fixed apertures. Bigldipon the sampling
methods used in this thesis, sampling grids with point diesscould be tested, further
they could be constructed based on information from the intacghannel of RASI. This
Is potentially a rich area of exploration, as numerousstiatil sampling methods could
be potentially imported from other fields, where they haveady been developed for
making inferences about different, large population strnes.

Another potentially novel area to explore would be the corabon of data from
the imaging channel and the spectroscopy in the mannerafasion. Examples existin
the literature of the fusion of panchromatic images and tggextral images to improve
spatial resolution or fill in blank areas in the hyperspédtreage. Approaches such
as these could be built upon to create a data fusion paradégedon the information
provided by RASI.
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